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Abstract 

Advancements in information technology have raised growing concerns among various 

stakeholders. Phishing attacks have become one of the most common cyber threats, targeting 

users by imitating legitimate websites to obtain sensitive information. This study aims to develop 

a web-based application by implementing a supervised learning approach using the Random 

Forest algorithm to automatically classify URLs as phishing or legitimate. The dataset used 

consists of 11,054 URL instances with 30 URL-based features. The research process includes 

data preprocessing, feature extraction, data splitting, and classification model development and 

evaluation using four data partition scenarios. Model performance was assessed using accuracy, 

precision, recall, and F1-score as evaluation metrics. The results of the experiments show that the 

model achieved optimal performance with an 80:20 data split, obtaining an accuracy of 97%, 

precision of 97%, recall of 98%, and an F1-score of 97%. Furthermore, the trained model was 

implemented in a web-based application, allowing users to automatically detect URLs. 
 

Keywords: phishing website detection, random Forest, supervised learning, URL feature 

extraction, web-based application. 

Abstrak 

Seiring dengan meningkatnya kecanggihan teknologi informasi telah membawa kekhawatiran 

terhadap banyak pihak. Serangan phishing merupakan salah satu ancaman siber yang terus 

meningkat dan menargetkan pengguna dengan meniru situs web asli. Penelitian ini bertujuan 

mengembangkan aplikasi berbasis web dengan menerapkan metode supervised learning 

menggunakan algorima Random Forest untuk memprediksi URL secara otomatis sebagai 

phishing atau legitimate. Dataset yang digunakan terdiri dari 11.054 data URL dengan 30 fitur. . 

Proses penelitian meliputi tahapan pra-pemrosesan data, ekstraksi fitur, pemisahan data, serta 

pembangunan dan evaluasi model klasifikasi dengan empat skema pembagian data. Kinerja 

model dievaluasi menggunakan metrik akurasi, presisi, recall, dan F1-score. Hasil eksperimen 

menunjukkan bahwa model mencapai performa optimal pada skema pembagian data 80:20 

dengan nilai akurasi sebesar 97%, presisi 97%, recall 98%, dan F1-score 97%. Selanjutnya, 

model yang telah dilatih diimplementasikan ke dalam aplikasi berbasis web sehingga 

memungkinkan pengguna melakukan deteksi URL secara otomatis. 

 

Kata Kunci: aplikasi berbasis web, deteksi website phishing, ekstraksi fitur URL, random  

forest, supervised learning. 

 

1. Pendahuluan  

Perkembangan teknologi informasi telah memudahkan pengguna mencari dan 

menemukan informasi terkini melalui internet. Namun, seiring kecanggihan teknologi 
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informasi, ancaman keamanan siber semakin meningkatnya sehingga  membawa 

kekhawatiran bagi masyarakat. Salah satu bentuk ancaman siber adalah serangan phishing. 

Phishing merupakan serangan sosio-teknis yang menargetkan informasi berharga dengan 

memanfaatkan kerentanan sistem dan teknik rekayasa sosial untuk memanipulasi korban agar 

melakukan tindakan yang merugikan [1]. Phishing berupa tindakan dengan mencuri data-data 

pribadi pengguna melalui sebuah situs yang menyerupai situs aslinya (website palsu). 

Menurut BSSN pada tahun 2024, situs phishing telah menduduki posisi ke-3 dari total 10 

trafik anomali yaitu sebesar 26.771.610 [2]. 

Perkembangan teknologi informasi yang kian pesat mendorong adopsi kecerdasan 

buatan, terutama machine learning, dalam berbagai sektor. Pendekatan machine learning 

telah banyak digunakan melalui implementasi langsung pada data nyata, seperti analisis 

sentiment pelayanan publik, diagnosis penyakit berdasarkan data rekam medis, deteksi fraud 

pada transaksi keuangan, prediksi persediaan barang pada market, serta analisis data berbasis 

Internet of Things [3]–[7]. Kemampuan machine learning dalam melakukan analisis data 

secara otomatis, mengenali pola tersembunyi, serta melakukan prediksi berbasis data historis 

menjadikannya sebagai salah satu pendekatan yang efektif dalam menyelesaikan berbagai 

permasalahan kompleks pada berbagai domain aplikasi. Selain digunakan pada berbagai 

sektor industri dan bisnis, pendekatan machine learning juga banyak dimanfaatkan dalam 

bidang keamanan siber untuk mendeteksi aktivitas berbahaya, anomali sistem, serta serangan 

siber secara otomatis berdasarkan pola data yang teridentifikasi. Hal ini disebabkan karena 

serangan siber modern memiliki pola yang kompleks dan terus berkembang sehingga sulit 

dideteksi menggunakan metode tradisional berbasis aturan statis. 

Teknologi informasi yang semakin berkembang membuat pelaku phishing terus 

mempelajari dan memperbaharui tekniknya, sehingga metode deteksi tradisional menjadi 

kurang efektif. Oleh karena itu, diperlukan pendekatan machine learning untuk mendeteksi 

situs yang mengandung phishing [8] dan legitimate secara otomatis dan adaptif melalui 

karakteristik URL. Penelitian terdahulu menggunakan algoritma Support Vector Machine 

(SVM) yang dibandingkan dengan algoritma Decision Tree dan K-Nearest Neighbor (KNN). 

Penelitian tersebut menyimpulkan bahwa akurasi terbaik didapatkan pada algoritma SVM 

kernel polynomial dengan nilai akurasi 85,71% [9]. 

Sementara itu, penelitian lain melakukan komparasi dari ke empat algorima yaitu 

algoritma Naive Bayes, Random Forest, Decision Tree, dan SVM dalam klasifikasi data 

mining yaitu klasifikasi website phishing. Hasil pengujian algoritma Random Forest memiliki 

akurasi sebesar 90,77%,  nilai akurasi dari algoritma Decision Tree 85,77%, algoritma SVM 

86,25%, dan Naïve Bayes yaitu 82,31% [10]. Selanjutnya penerapan algoritma J48 telah 

dilakukan pada identifikasi website phishing. Hasil pengujian yang didapatkan menunjukkan 

bahwa identifikasi website phishing menggunakan prosedur sederhana yang mudah 

digunakan, akan tetapi tidak dapat memberikan nilai keakuratan sehingga perlu dilakukan 

evaluasi, terhadap fitur melakukan kombinasi algoritma lainnya [11].  

Penelitian terkait komparasi algoritma telah dilakukan untuk mendeteksi website 

phishing yaitu menggunakan algoritma Random Forest dan Decision Tree. Berdasarkan 

analisis percobaan dan klasifikasi algoritma komparatif yang diterapkan menghasilkan bahwa 

model Random Forest menunjukkan akurasi tertinggi sebesar 96,89%, lalu diikuti oleh Model 

Decision Tree sebesar 94,57%, dan Extreme Gradient Boosting (XG) [12]. 

Penelitian deteksi website phishing juga telah dilakukan menggunakan algoritma 

Random Forest, Decision Tree dan KNN. Algoritma Random Forest memiliki performa 

terbaik dibandingkan algoritma lainnya [13]. Selain itu, penelitian terbaru menunjukkan 

keberhasilan kombinasi teknik ekstraksi fitur URL dan algoritma machine learning modern 

dalam meningkatkan akurasi deteksi phishing. Penggunaan algoritma Random Forest berbasis 

fitur URL mampu mendeteksi phishing URL secara efektif dengan tingkat akurasi yang tinggi 
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[14]–[16]. Pendekatan tree base model juga telah berhasil digunakan untuk mendeteksi 

website phishing dan mengimplementasikan ke dalam web service menggunakan Flask dan 

FastAPI [17]. Penelitian lain menunjukkan bahwa kombinasi beberapa algoritma seperti 

Random Forest, Naive Bayes, dan LightGBM dapat meningkatkan performa klasifikasi URL 

phishing melalui pendekatan ensemble [18]. Selain itu, penerapan teknik seleksi fitur yang 

tepat dapat meningkatkan performa model klasifikasi phishing berbasis machine learning 

[19]. Pendekatan hybrid machine learning juga mampu meningkatkan akurasi deteksi 

phishing dengan memanfaatkan kombinasi beberapa teknik klasifikasi [20]. 

Berdasarkan uraian tersebut dapat disimpulkan bahwa algoritma Random Forest telah 

banyak digunakan dan menunjukkan kinerja yang baik dalam deteksi website phishing. 

Namun, sebagian besar penelitian masih berfokus pada aspek pemodelan dan evaluasi 

algoritma dan masih sedikit yang mengembangkan dalam bentuk aplikasi yang dapat 

digunakan secara langsung oleh pengguna. Selain itu, jumlah dan variasi fitur URL yang 

digunakan pada penelitian sebelumnya relatif terbatas sehingga belum sepenuhnya 

merepresentasikan karakteristik kompleks URL phishing. Khususnya terkait penggunaan fitur 

URL yang masih terbatas dan penelitian difokuskan pada evaluasi model klasifikasi tanpa 

implementasi ke dalam aplikasi yang dapat diakses oleh pengguna secara langsung. 

Penelitian ini mengisi celah penelitian yang ada dengan tujuan membangun model 

deteksi phishing menggunakan algoritma Random Forest berdasarkan fitur-fitur URL yang 

dilakukan dengan proses ekstraksi fitur yang bertujuan menerapkan metode supervised 

learning pada algoritma Random Forest menggunakan pendekatan machine learning pada 

pembuatan sistem berbasis web. Secara khusus, tujuan penelitian ini adalah (1) 

mengembangkan proses ekstraksi fitur URL menjadi 30 fitur yang mencerminkan 

karakteristik struktural dan leksikal URL, (2) membangun dan mengevaluasi model 

klasifikasi Random Forest dengan beberapa skema pembagian data latih dan data uji, serta (3) 

mengimplementasikan model deteksi phishing berupa aplikasi berbasis web yang 

memungkinkan proses deteksi URL dilakukan secara otomatis oleh pengguna. 

 

2. Metode Penelitian 

Penelitian ini dilakukan dalam dua tahapan utama, yakni pengembangan model deteksi 

phishing berbasis Random Forest dan implementasinya dalam aplikasi berbasis web. Tahapan 

dalam  membangun model klasifikasi dengan algoritma Random Forest terdiri dari enam 

tahap seperti yang disajikan pada Gambar 1. 

 

 
Gambar 1. Alur Pembangunan Model Random Forest 
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Pada Gambar 1 ditunjukkan alur penelitian yang meliputi pengumpulan data, pra-

pemrosesan data, pembagian dataset, pembangunan model menggunakan algoritma Random 

Forest, dan evaluasi model sehingga diperoleh hasil pengujian model yang menunjukkan 

performa model klasifikasi berdasarkan data uji yang digunakan. Random Forest 

menghasilkan keputusan akhir melalui mekanisme voting dari seluruh pohon keputusan yang 

dibangun [21]. Tahap pertama yaitu pembangunan model machine learning yang dilakukan 

dalam 6 langkah berikut. 

 

2.1. Pengumpulan Data 

Pengumpulan dataset berasal dari platform Kaggle yang berformat csv dengan total 

11.054 baris dan 32 kolom yang berisi ekstraksi data URL dari website phishing [22]. Gambar 

2 adalah tampilan platform untuk mengunduh dataset phishing. 

 

 
Gambar 2. Tampilan Platform Kaggle Pada Dataset Phishing [22]  

 

2.2. Data Pre-processing 

Tahap pre-processing merupakan sebuah tahapan yang penting dalam analisis data. 

Tahapan pre-processing diawali dengan menghapus nilai kosong dan ditampilkan pada 

visualisasi data isnull. 

 

 
Gambar 3. Visualisasi Data isnull 
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Gambar 3 menunjukkan hasil pemeriksaan kualitas dataset sebelum digunakan dalam 

proses pelatihan model. Berdasarkan hasil analisis, dataset memiliki ukuran 11.054 baris data 

dan 32 kolom fitur. Hasil pemeriksaan menunjukkan bahwa tidak terdapat data duplikat pada 

dataset, serta tidak ditemukan nilai kosong (missing values) pada seluruh atribut. Selain itu, 

visualisasi heatmap menunjukkan distribusi nilai kosong pada setiap fitur dataset. Warna 

yang seragam pada seluruh area heatmap menunjukkan bahwa tidak terdapat nilai kosong 

pada dataset, sehingga dataset dinilai telah memenuhi syarat untuk digunakan dalam proses 

pelatihan model machine learning tanpa memerlukan proses imputasi data. 

 

 
Gambar 4. Persebaran Data Statistik Deskriptif 

 

Gambar 4 menunjukkan hasil analisis statistik deskriptif dataset yang terdiri dari 11.054 

data dengan beberapa fitur yang merepresentasikan karakteristik URL. Analisis statistik 

meliputi nilai rata-rata (mean), standar deviasi (standard deviation), nilai minimum, kuartil, 

median, dan nilai maksimum untuk setiap fitur. Berdasarkan hasil analisis, sebagian besar 

fitur memiliki rentang nilai antara -1 dan 1, yang menunjukkan bahwa dataset telah melalui 

proses normalisasi atau representasi kategorikal numerik. Nilai standar deviasi yang relatif 

stabil pada sebagian besar fitur menunjukkan bahwa distribusi data tidak terlalu menyimpang 

dan memiliki variasi yang cukup untuk digunakan dalam proses pelatihan model machine 

learning. 

Selain itu, distribusi nilai pada beberapa fitur menunjukkan kecenderungan dominasi 

nilai tertentu, yang mencerminkan karakteristik pola URL phishing dan legitimate dalam 

dataset. Analisis statistik deskriptif ini digunakan untuk memahami karakteristik awal data 

sebelum dilakukan proses pelatihan model klasifikasi. Pada data statistik deskriptif diatas 

menampilkan adanya outlier pada fitur indeks karena memiliki nilai max = 11053 dan mix = 

0, berbeda jauh dengan fitur lainnya dan tidak relevan untuk model, sehingga fitur indeks 

tersebut tidak digunakan dalam proses pembangunan model.  
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Gambar 5. Correlation Heatmap Fitur-Fitur Website Phishing  

 

Pada Gambar 5 ditampilkan correlation fitur pada tahapan data pre-processing ini. 

Correlation pada dataset yang bertujuan untuk mengukur seberapa kuat arah hubungan linear 

antara dua variabel. Korelasi tiap fitur penting dipertimbangkan dalam proses split dataset 

yaitu selection feature agar model yang dibuat tidak terlalu kompleks atau tumpang tindih. 

Gambar 5 menunjukkan visualisasi matriks korelasi antar fitur pada dataset menggunakan 

heatmap. Matriks korelasi digunakan untuk mengidentifikasi hubungan linear antar fitur serta 

mengetahui tingkat keterkaitan antar variabel dalam dataset. Korelasi mendekati 1 

menunjukkan hubungan positif kuat, mendekati −1 menunjukkan hubungan negatif kuat, dan 

mendekati 0 menunjukkan tidak terdapat hubungan linier. 

Berdasarkan visualisasi heatmap, sebagian besar fitur menunjukkan tingkat korelasi 

yang rendah hingga sedang. Hal ini menunjukkan bahwa fitur-fitur dalam dataset relatif 

independen. Selain itu, dataset memiliki tingkat redundansi fitur yang rendah sehingga 

seluruh fitur masih relevan untuk digunakan dalam proses pelatihan model klasifikasi. Resiko 

multikolinearitas pada dataset relatif kecil karena tidak terlihat adanya kelompok fitur dengan 

korelasi sangat tinggi secara dominan. Analisis korelasi ini digunakan sebagai bagian dari 

tahap pra-pemrosesan data untuk memahami hubungan antar fitur sebelum dilakukan proses 

pelatihan model machine learning. 

Tahap akhir dari tahapan pre-processing adalah menentukan fitur yang digunakan 

dalam pembangunan model. Proses ekstraksi fitur adalah proses mengubah data yang tidak 

terstruktur (URL website) menjadi sekumpulan numerik atau kategorikal (angka) yang bisa 

dibaca oleh machine learning untuk melakukan prediksi. Fitur yang telah dipilih akan 

tetapkan sebagai feature untuk proses pemisahan antara feature dan target.  

 

2.3. Pemisahan Dataset 



 

      

Jurnal Ilmiah Teknologi dan Rekayasa Vol. 30 No.03 December 2025 

 

Wulandari, Irawati.  

https://doi.org/10.35760/tr.2025.v30i3.71  283 
 

Pada tahap selanjutnya, dataset dipisahkan menjadi dua bagian yang terdiri atas data 

pelatihan dan data pengujian. Skema pembagian dataset dibagi ke dalam empat skema yaitu: 

1) Data pelatihan 60% dan data pengujian 40% 

2) Data pelatihan 70% dan data pengujian 30% 

3) Data pelatihan 80% dan data pengujian 20% 

4) Data pelatihan 90% dan data pengujian 10% 

Dataset dibagi menjadi data pelatihan dan data pengujian menggunakan fungsi 

train_test_split dari Scikit-learn untuk melatih dan mengevaluasi performa model terhadap 

data yang belum pernah dilihat sebelumnya. 

 

2.4. Pembangunan Model Machine Learning 

Model deteksi website phishing merupakan model klasifikasi yang dibangun 

menggunakan algoritma Random Forest dengan memanfaatkan data latih. Proses pelatihan 

dilakukan untuk mempelajari hubungan antara fitur URL dan label kelas sehingga model 

mampu mengklasifikasikan URL sebagai phishing atau legitimate. 

2.5. Evaluasi Model  

Evaluasi model dilakukan untuk mengukur performa model yang dibangun dalam 

melakukan prediksi atau klasifikasi untuk membedakan URL phishing dan legitimate. Proses 

evaluasi ini menggunakan confusion matrix. Confusion matrix menyajikan informasi 

mengenai total jumlah prediksi benar dan salah yang dilakukan oleh model terhadap masing-

masing kelas, tertera pada Tabel 1. 

 
Tabel 1. Struktur Confusion Matrix 

 Prediksi Kelas 

Kelas Sebenarnya 
TN FP 

FN TP 

Keterangan: TP adalah True Positive, FP adalah False Positives, TN adalah True Negatives, dan FN 

adalah False Negatives. 

 

Confusion matrix terdiri dari empat komponen utama seperti yang ditunjukkan pada 

Tabel 1 yang digunakan untuk menganalisis tingkat kesalahan klasifikasi model secara detail. 

Berdasarkan nilai-nilai tersebut, berbagai metrik evaluasi seperti akurasi, presisi, recall, dan 

F1-score dapat dihitung untuk mengukur performa model klasifikasi secara menyeluruh. 

Penggunaan confusion matrix memungkinkan analisis yang lebih komprehensif terhadap 

performa model, khususnya dalam mengidentifikasi jenis kesalahan klasifikasi yang dapat 

berdampak pada performa sistem secara keseluruhan [23]–[25].  

Proses evaluasi model menentukan seberapa baik model melakukan klasifikasi terhadap 

data yang belum pernah dilihat sebelumnya. Penelitian ini melakukan pembagian pengujian 

menjadi empat skema untuk menentukan proporsi pembagian data terbaik yang digunakan 

dalam pembangunan model. 

 

2.6. Implementasi Model dalam Aplikasi Berbasis Web 

Setelah model berhasil dibangun menggunakan algoritma Random Forest dan 

menunjukkan performa model yang baik, kemudian model diimplementasikan kedalam 

sebuah aplikasi web berbasis Flask yang berfungsi sebagai sistem deteksi website phishing 

secara otomatis. Aplikasi ini digambarkan dengan activity diagram yang menunjukkan proses 

alur dari user, sistem, dan server. Gambar 6 adalah alur kerja aplikasi dan Gambar 7 adalah 

struktur navigasi website, menggunakan alur navigasi hierarki tanpa adanya login. 

Gambar 6 tersebut menunjukkan activity diagram alur kerja sistem deteksi website 

phishing yang melibatkan tiga komponen utama, yaitu pengguna (user), sistem aplikasi, dan 
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server. Proses dimulai ketika pengguna membuka halaman website deteksi phishing dan 

memasukkan URL website yang akan diperiksa melalui proses copy dan paste. URL yang 

dimasukkan oleh pengguna kemudian diproses oleh sistem pada tahap ekstraksi fitur URL 

untuk mengambil karakteristik struktural dan leksikal yang diperlukan sebagai input model 

klasifikasi. Selanjutnya, sistem akan mengirimkan data hasil ekstraksi fitur ke server untuk 

diproses menggunakan model klasifikasi Random Forest yang telah dibangun sebelumnya. 

Server melakukan proses klasifikasi menggunakan model Random Forest dan mengirimkan 

hasil prediksi kembali ke sistem. Sistem kemudian menampilkan hasil klasifikasi kepada 

pengguna dalam bentuk status apakah URL yang diuji termasuk kategori phishing atau 

legitimate. Proses berakhir setelah pengguna melihat hasil deteksi yang ditampilkan oleh 

sistem. 

 

 
Gambar 6. Alur Kerja Aplikasi 

 

Gambar 7 tersebut menunjukkan struktur navigasi halaman pada aplikasi deteksi 

website phishing berbasis web. Struktur navigasi dimulai dari halaman utama (Beranda) yang 

menjadi pusat akses pengguna terhadap fitur utama aplikasi. Dari halaman beranda, pengguna 

dapat mengakses dua menu utama yaitu menu Prediction dan menu Model. Menu Prediction 

digunakan untuk melakukan proses deteksi phishing. Pada menu ini, pengguna dapat 

memasukkan URL website yang ingin diuji melalui fitur Input URL. Setelah URL 

dimasukkan, sistem akan memproses data menggunakan model klasifikasi dan menampilkan 
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hasil deteksi pada halaman Menampilkan Hasil. Sementara itu, menu Model menyediakan 

informasi terkait model klasifikasi yang digunakan dalam sistem deteksi phishing. Struktur 

navigasi ini dirancang untuk memudahkan pengguna dalam mengakses fitur deteksi URL 

serta informasi terkait model yang digunakan dalam sistem. 

 

 

Gambar 7. Struktur Navigasi Website 

 

3. Hasil dan Pembahasan 

3.1  Hasil Evaluasi Model 

Pengujian model dilakukan menggunakan empat skema pembagian dataset, yaitu 60:40, 

70:30, 80:20, dan 90:10 antara data latih dan data uji. Hasil evaluasi kinerja model 

berdasarkan masing-masing skema pembagian data disajikan pada Tabel 2. 

 
Tabel 2. Kumpulan Hasil Pengujian Evaluasi Model 

Data Train Data Test Akurasi Presisi Recall F1-score 
Cross 

Validation 

60% 40% 0.968 0.966 0.978 0.974 0.966 

70% 30% 0.965 0.963 0.975 0.969 0.968 

80% 20% 0.975 0.971 0.984 0.974 0.970 

90% 10% 0.958 0.954 0.97 0.959 0.966 

 

Berdasarkan Tabel 2, skema pembagian data 80:20 menghasilkan kinerja terbaik dengan 

nilai akurasi sebesar 0,97, presisi 0,97, recall 0,98, dan F1-score 0,97. Skema 60:40 dan 

70:30 juga menunjukkan kinerja yang tinggi, namun nilai recall pada skema 80:20 lebih 

unggul dalam mendeteksi URL phishing. Sementara itu, skema 90:10 menghasilkan kinerja 

yang lebih rendah dibandingkan skema lainnya, yang mengindikasikan bahwa proporsi data 

uji yang terlalu kecil dapat memengaruhi kemampuan model dalam melakukan generalisasi. 

 

3.2  Analisis Confusion Matrix 

Gambar 8 menunjukkan confusion matrix hasil pengujian model klasifikasi website 

phishing yang menggunakan algoritma Random Forest dengan skema pembagian data 80:20. 

Confusion matrix digunakan untuk menilai kemampuan model dalam mengklasifikasikan data 

ke dalam dua kelas, yaitu legitimate dan phishing. Hasil pengujian menunjukkan bahwa 

sebanyak 940 data legitimate berhasil diklasifikasikan dengan tepat sebagai legitimate, 

sementara 36 data legitimate salah diklasifikasikan sebagai phishing. Pada kelas phishing, 

sebanyak 1.216 data berhasil diidentifikasi dengan benar sebagai phishing, sedangkan 19 data 

phishing salah diklasifikasikan sebagai legitimate. 
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Berdasarkan hasil confusion matrix, jumlah false negative yang relatif kecil 

menunjukkan bahwa model mampu meminimalkan kesalahan dalam mendeteksi website 

phishing sebagai legitimate sehingga tidak merugikan pengguna. Selain itu, jumlah false 

positive yang relatif rendah menunjukkan bahwa model tidak terlalu sering 

mengklasifikasikan website legitimate sebagai phishing. Hal ini mengindikasikan bahwa 

model memiliki kinerja yang seimbang dalam mengklasifikasikan kedua kelas, sehingga 

dapat diterapkan pada sistem deteksi phishing berbasis web. 

 

 
Gambar 8. Confusion Matrix Skema 80:20 

 

Tabel 3 adalah nilai dari hasil pengujian dengan skema 80:20. Evaluasi dilakukan 

menggunakan presisi, recall, F1-score, dan support untuk masing-masing kelas, yaitu 

legitimate (-1) dan phishing (1). Nilai presisi yang diperoleh sebesar 0,97 pada kedua kelas. 

Sementara itu, nilai recall pada kelas legitimate mencapai 0,96 dan pada kelas phishing 

sebesar 0,98, yang mengindikasikan kemampuan model yang sangat baik dalam mendeteksi 

URL phishing. Nilai F1-score masing-masing sebesar 0,96 untuk kelas legitimate dan 0,97 

untuk kelas phishing, yang mencerminkan keseimbangan antara presisi dan recall pada kedua 

kelas. Selain itu, nilai macro average dan weighted average yang sama-sama sebesar 0,97 

menunjukkan bahwa model memiliki performa klasifikasi yang stabil dan seimbang pada 

kedua kelas data. 
 

Tabel 3. Hasil Pengujian Skema 80:20 

 precision recall 
F1-

score 
support 

-1 0,97 0,96 0,96 976,00 

1 0,97 0,98 0,97 1235,00 

Accuracy 0,97 0,97 0,97 0,97 

macro avg 0,97 0,97 0,97 2211,00 

weighted avg 0,97 0,97 0,97 2211,00 

 

Jumlah kesalahan klasifikasi yang relatif kecil pada kelas phishing menunjukkan bahwa 

model memiliki kemampuan yang baik dalam mendeteksi URL phishing. Hal ini penting 

dalam konteks keamanan siber, karena kesalahan dalam mendeteksi phishing dapat 

menyebabkan potensi kerugian bagi pengguna. Selain itu, jumlah kesalahan pada kelas 

legitimate juga relatif rendah sehingga menunjukkan bahwa model tidak terlalu sering 

mengklasifikasikan website legitimate sebagai phishing. 
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Hasil ini menunjukkan bahwa algoritma Random Forest mampu mempelajari pola 

karakteristik URL phishing dan legitimate dengan baik berdasarkan fitur URL yang 

digunakan dalam penelitian ini. Keseimbangan model dalam mengklasifikasikan kedua kelas 

menunjukkan kemampuan generalisasi yang baik terhadap data, sementara rendahnya tingkat 

kesalahan pada kelas phishing menunjukkan efektivitas model dalam mendeteksi URL 

phishing. 

Hasil penelitian ini mendukung penelitian sebelumnya yang menunjukkan keunggulan 

algoritma Random Forest dalam menghasilkan akurasi klasifikasi yang tinggi pada deteksi 

website phishing [4], [6], [7]. Selain itu, penelitian lain menunjukkan bahwa penggunaan 

pendekatan berbasis fitur URL mampu meningkatkan kemampuan model dalam membedakan 

karakteristik website phishing dan legitimate [8], [10]. Hal ini mendukung hasil penelitian ini 

yang menggunakan ekstraksi fitur URL sebagai variabel input model klasifikasi. 

Penelitian terbaru juga menunjukkan bahwa penggunaan algoritma ensemble dan 

pendekatan hybrid machine learning mampu meningkatkan performa deteksi phishing [11]–

[14]. Hasil penelitian ini menunjukkan kecenderungan yang serupa, di mana algoritma 

Random Forest sebagai metode ensemble mampu memberikan performa klasifikasi yang 

tinggi dalam mendeteksi website phishing. Kemampuan model dalam mempelajari pola URL 

phishing dan legitimate menunjukkan bahwa fitur URL yang digunakan dalam penelitian ini 

mampu merepresentasikan karakteristik penting dalam membedakan kedua kelas tersebut. 

Pemanfaatan jumlah fitur yang lebih besar dibandingkan beberapa penelitian terdahulu 

berpotensi memperkuat kemampuan model dalam mengidentifikasi pola phishing yang 

bersifat lebih kompleks. 

 

3.3  Implementasi Aplikasi Berbasis Web 

Setelah proses pembangunan model machine learning maka dilakukan implementasi 

model ke dalam aplikasi web. Hasil penelitian yang telah dilakukan berhasil membuat 

aplikasi deteksi website phishing menggunakan bahasa pemrograman Python dan framework 

Flask.  Implementasi web pada aplikasi deteksi website phishing, terdiri dari 2 halaman, yakni 

halaman prediction untuk melakukan prediksi dan model untuk menyajikan hasil evaluasi 

model berdasarkan data uji, terlihat pada Gambar 9. Dalam aplikasi deteksi website phishing, 

user memasukkan URL untuk dilakukan prediksi. Saat user memasukkan URL dan 

melakukan predict aplikasi dijalankan dengan melakukan ekstraksi fitur dengan 

menggolongkan situs tersebut aman (legitimate), mencurigakan, atau phishing. Fitur-fitur 

yang diekstrak berjumlah 30 fitur. 

 

 
Gambar 9. Tampilan Aplikasi Melakukan Prediksi 
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User melakukan prediksi dengan menekan button “predict”. Kemudian, jika hasil 

prediksi user berhasil ditampilkan, user dapat melakukan prediksi kembali dengan menekan 

button clear untuk menghapus semua history dan melakukan prediksi kembali dengan URL 

yang berbeda. Gambar 10, Gambar 11, dan Gambar 12 adalah gambar hasil prediksi dari 

beberapa website. 

 

 

Gambar 10. Tampilan Aplikasi Prediksi Website Aman 

 

Gambar 10 memperlihatkan aplikasi berhasil melakukan prediksi pada situs telegram 

web dengan hasil tergolong aman/legitimate dengan tingkat keamanan 93% aman dan 7% 

phishing.  

 

 

Gambar 11. Tampilan Aplikasi Prediksi Website Mencurigakan 

 

Kemudian Pada Gambar 11 adalah tampilan aplikasi memprediksi website 

mencurigakan pada URL “http://freegiftcard-amazon.xyz” dengan tingkat keamanannya 

sebesar 40% aman dan 60% adanya indikasi phishing. Prediksi yang dilakukan bahwa 

aplikasi tersebut mencurigakan karena meniru hadiah amazon, dengan tampilan dari link 

tersebut mirip dengan tampilan resmi hadiah amazon sehingga user akan diminta untuk 

memasukkan data pribadi. 

Gambar 12 adalah tampilan aplikasi memprediksi website yang berbahaya karena 

berpotensial mengandung phishing yang menyatakan bahwa tingkat keamanan yang dimiliki 

website tersebut adalah 37% dinyatakan aman dan 63% adalah phishing. Hasil tersebut 

menunjukkan website tergolong phishing dan berbahaya. 
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Gambar 12. Tampilan Aplikasi Prediksi Website Potensial Phishing 

 

 
Gambar 13. Tampilan Model Evaluasi dari Data Uji 

 

Beralih ke button Model yang berfungsi untuk menampilkan evaluasi model. Nilai 

evaluasi model digunakan sebagai indikator untuk menilai tingkat kinerja model yang telah 

dikembangkan. Pada Gambar 13 terlihat bahwa rata-rata perolehan nilai metrik dari hasil 

evaluasi model diperoleh nilai diatas 95%. Hal ini mengindikasi bahwa model memiliki 

kemampuan klasifikasi yang baik. 

Hasil penelitian ini menunjukkan potensi penerapan model klasifikasi pada sistem 

deteksi phishing berbasis web. Dengan tingkat kesalahan klasifikasi yang relatif rendah, 

model dapat digunakan sebagai sistem pendukung dalam mendeteksi URL phishing secara 

otomatis. Implementasi model pada aplikasi berbasis web menunjukkan bahwa pendekatan 

machine learning dapat diterapkan secara efektif dalam sistem keamanan siber berbasis 

aplikasi. 

 

4. Kesimpulan 

Penelitian ini berhasil merancang dan membangun model pendeteksian situs web 

phishing dengan memanfaatkan algoritma Random Forest melalui ekstraksi fitur URL, serta 

mengimplementasikannya dalam sebuah aplikasi berbasis web. Proses ekstraksi menghasilkan 

30 fitur URL yang merepresentasikan karakteristik struktural dan leksikal URL sebagai 

masukan bagi model klasifikasi. Hasil evaluasi menggunakan empat skema pembagian data 

menunjukkan bahwa rasio 80:20 memberikan performa paling optimal, dengan capaian 

akurasi sebesar 97%, presisi 97%, recall 98%, serta F1-score 97%. Nilai recall tinggi pada 
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kelas phishing menunjukkan kemampuan model dalam mengidentifikasi URL phishing secara 

tepat. 

Penerapan model ke dalam aplikasi berbasis web menunjukkan bahwa model klasifikasi 

yang dikembangkan mampu diintegrasikan secara efektif ke dalam sistem deteksi phishing 

otomatis. Dengan demikian, penelitian ini memberikan kontribusi dalam pengembangan 

sistem deteksi phishing berbasis Random Forest melalui penggunaan representasi fitur URL 

yang lebih beragam serta implementasi model dalam bentuk aplikasi nyata. 

Penelitian selanjutnya dapat ditingkatkan dengan menggunakan algoritma lain seperti 

XGBoost, LightGBM, atau metode deep learning. Selain itu, perlu dilakukan pengujian 

terhadap data real-time dan dilengkapi dengan database sistem yang terintegrasi sehingga 

mampu menyimpan data hasil pengujian. Selain itu, dapat ditambahkan proses hosting ke 

platform aplikasi agar dapat diakses dan disebarluaskan ke masyarakat umum, sehingga 

masyarakat memiliki edukasi mengenai keamanan siber dan dapat melindungi diri dari 

serangan phishing.  
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