
  
 

JURNAL ILMIAH TEKNOLOGI DAN REKAYASA 
Vol. 30, No. 02, August 2025, 136 – 155 

p-ISSN: 1410-9093, e-ISSN: 2089-8088 
https://ejournal.gunadarma.ac.id/index.php/tekno | tekrek@gunadarma.ac.id  

 

 
Article Info: Received February 25, 2025; Accepted July 12, 2025; Published August 23, 2025   
* Corresponding Author          136 

 
 

 

Evaluating Logistic Regression and SVM for Image Analysis Using VGG-

16, VGG-19, and Inception V3 Features 

  
1*

Wildan Habibi,
 2
Imam Yuadi 

 

1
Magister of Human Resource Development, Graduate School, Airlangga University, 

2
Department of 

Information and Library Science, Faculty of Social and Political Sciences, Airlangga University 
1
Jl. Airlangga No. 4-6, Surabaya, Indonesia, 

2
Jl. Airlangga No. 4-6, Surabaya, Indonesia 

1
wildan.habibi-2024@pasca.unair.ac.id, 

2
imam.yuadi@fisip.unair.ac.id 

 

 

Abstract 

This paper presents a comparative analysis of Logistic Regression (LR) and Support Vector 

Machine (SVM) classifiers for facial expression recognition using image embeddings 

extracted from pre-trained deep learning models: VGG-16, VGG-19, and Inception V3. The 

study utilizes the FER-2013 dataset, which includes five emotion classes: Angry, Fear, Happy, 

Neutral, and Sad. Feature embeddings were obtained from CNNs and then classified using LR 

and SVM. Performance was evaluated using accuracy (overall correctness), precision 

(correctness among predicted labels), and recall (ability to retrieve relevant instances). The 

highest accuracy was achieved by Inception V3 with SVM (89.3%), followed by VGG-19 

(87.6%) and VGG-16 (85.4%). Confusion matrix analysis and visualization techniques (MDS 

and t-SNE) confirmed Inception V3’s superior ability to distinguish fine-grained expressions. 

Notably, unlike pure end-to-end CNN classifiers, this approach leverages pretrained CNNs 

solely as feature extractors, leading to significantly lower training complexity and faster 

execution making it ideal for resource-constrained environments. This study highlights the 

practical advantage of combining deep feature extractors with lightweight classical classifiers, 

offering a balanced trade-off between computational efficiency and classification 

performance. Limitations include the small dataset size and restricted range of emotion 

classes, suggesting directions for future improvement.  
 

Keywords: Facial Expression Recognition, Deep Learning, Image Embeddings, Logistic 

Regression (LR), Support Vector Machine (SVM). 

 

1. Introduction 

Deep learning models' quick development has revolutionized image analysis by 

enabling remarkably high accuracy in applications like facial recognition, image 

segmentation, and object detection [1]. Because of their shown capacity to capture complex 

spatial and contextual details, pretrained convolutional neural networks (CNNs) such as 

VGG-16, VGG-19, and Inception V3 have gained popularity for extracting robust features 

from images  [1, 2]. Even though these deep models are excellent at end-to-end learning, 

nothing is known about how to combine their extracted features with more conventional 

machine learning classifiers like Support Vector Machines (SVM) and Logistic Regression 

(LR) [3]. This method can be useful for cutting down on computational complexity and 

expense, particularly in situations where resources or training data are scarce. Finding out if 

the comparatively simpler models LR and SVM can successfully use the high-dimensional 

feature embeddings from these CNNs to produce competitive results in picture classification 

tasks is the difficult part. Previous work has also explored this direction, particularly in efforts 

to combine deep and classical approaches efficiently: Many research studies have examined 
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how to integrate the deep feature with traditional machine learning models such as Support 

Vector Machines (SVM) and Logistic Regression (LR) for the classification of images [4, 5]. 

The finding has followed the automatic extraction of features which are complex and 

hierarchical from the source of images that have given state-of-the-art performance in 

different computer vision tasks, such as using CNN architectures like VGG-16, VGG-19, and 

Inception V3 [6, 7]. These deep learning models trained end-to-end on large, labeled datasets 

perform exceptionally and have been used successfully for various applications, including 

object detection, facial recognition, and scene classification. However, their success raises the 

issue of complexity and computational cost in training such deep models, especially in 

environments with limited computing resources. In search of alternative paths that allow the 

exploitation of deep learning potential, researchers have considered other methods. This study 

is motivated by the need to close this gap to expand the applicability of deep learning features 

to areas that require effective and interpretable solutions. 

Logistic regression (LR) and support vector machines (SVM) are widely recognized 

classical machine learning techniques frequently employed in image analysis, particularly for 

classification tasks [8]. While these methods are less computationally intensive compared to 

deep learning approaches, they have demonstrated significant effectiveness when integrated 

with feature extraction methods, such as scale-invariant feature transform (SIFT), histogram-

based techniques, or features derived from deep learning models [4, 9]. Specifically, SVM 

excels in multi-class classification tasks due to its capacity to process high-dimensional data 

through kernel methods, whereas LR is predominantly applied in binary classification 

scenarios because of its straightforward implementation and interpretability [10]. 

Recent advancements in research have focused on enhancing classification accuracy by 

incorporating features extracted from pretrained deep neural networks, such as VGG and 

Inception models, into SVM and LR frameworks [11, 12]. These hybrid approaches have 

demonstrated that classical classifiers, when supplemented with deep learning-derived 

features, can achieve competitive performance while maintaining lower computational 

demands. This characteristic makes these techniques incredibly useful in resource-constrained 

conditions, bringing a healthy balance between accuracy and efficiency; thus, being suitable 

to the tasks like object recognition and face identification [13, 14]. 

Prior research has extensively worked on deep CNNs such as VGG-16, VGG-19, and 

Inception V 3 for the application of image processing. The rise in popularity of these models 

is because they are superior to more complex classification problems because of their ability 

to retrieve hierarchical features from images [2, 15]. Many studies [16, 17] have validated the 

efficacy of these pretrained CNNs for transfer learning and fine-tuning, especially for those 

applications where not much labeled data have been available. Although CNNs are powerful 

at end-to-end learning, not much work has been done on how to harness their feature 

extraction capabilities with traditional ML models such as Support Vector Machines (SVM) 

and Logistic Regression (LR). Many studies have focused on incorporating these deep 

features to build machine learning classifiers that improve the performance of the models, 

and tasks where access to computational resources is scarce or computational time is critical 

[18, 19]. For instance, LR and SVM have been well established in many classification tasks 

with the rich obtained features from CNN, even though, compared to deep networks, they are 

less sophisticated [20, 21]. Further research into these hybrid techniques' suitability for image 

analysis tasks is necessary since their potential to increase classification accuracy while 

lowering computational complexity has not yet been fully realized. 

It is aimed for the present study to compare the performance of Support Vector Machine 

(SVM) and Logistic Regression (LR) models in image classification tasks by using features 

extracted by pretrained deep learning models, that included Inception V3, VGG-16, and 

VGG-19. This will focus on the comparison of classification accuracy and computational 
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efficiency of LR and SVM with end-to-end deep learning models and will solve some of the 

critical questions related to how well the models will work with applying deep learning 

features [22, 23]. This also determines whether the high accuracy and low cost of computation 

can be achieved by merging deep learning feature extraction with traditional machine learning 

models [24]. Such aspects were then studied for the evaluation of advantages and 

disadvantages in using LR and SVM in the performance of image analysis, including under 

which circumstances these models might be able to perform better than more complex deep 

learning methods. 

This study attempts to fill the gap between conventional machine learning models and 

modern deep learning techniques by assessing the comparative performance of Logistic 

Regression (LR) and Support Vector Machines (SVMs) in image classification tasks using 

features extracted from pretrained models such as VGG-16, VGG-19, and Inception V3. The 

study aims at determining the efficacy of such hybrid techniques in terms of classification 

accuracy, computing efficiency, and suitability for application in real-life scenarios of 

resource constraint. The study results will be a precious knowledge base for easy machine 

learning approaches in combination with very strong deep learning feature extractors as 

potential substitutes for very costly end-to-end deep learning models for image analysis tasks. 

However, their success raises the issue of complexity and computational cost in training 

such deep models, especially in environments with limited computing resources. In search of 

alternative paths that allow the exploitation of deep learning potential, researchers have 

considered other methods. That is, research was also found to indicate that even in 

straightforward tasks, Logistic Regression can perform reasonably well in classification when 

used with features of deep learning. For example, [25] reported comparably high 

achievements in terms of image recognition when employing LR as a classification method 

following deep CNNs' feature extraction. 

In the domain of facial expression recognition (FER), several studies have explored the 

use of deep learning and conventional machine learning methods for emotion classification. 

Akhand et al. [26] demonstrated the effectiveness of CNN-based transfer learning models in 

recognizing subtle emotional cues from facial images, while Ullah et al. [27] proposed deep 

ensemble architectures to recognize occluded or ambiguous facial expressions. Kim et al. [28] 

suggested a VGG-19 network architecture with bespoke design for FER applications, 

emphasizing the model's capability to learn fine-grained features that can be generalized to 

emotional distinctions. In addition, studies such as Patro et al. [29] evaluated the performance 

of hybrid approaches in FER by combining deep features and conventional classifiers like 

SVM and decision trees. These works collectively highlight the changing landscape of FER 

research, where an increasing interest is seen in trading off accuracy, interpretability, and 

computational complexity. Our research contributes to this body of work by presenting a 

comparative study of CNN-based embeddings (VGG-16, VGG-19, Inception V3) classified 

using lightweight models, with the explicit design choice for emotion recognition in 

computationally constrained environments. 

 

2. Research Methods 

One of the practical means of obtaining efficiency and performance in image 

classification is to use pre-trained convolutional neural networks (CNNs) for feature 

extraction, which are afterward classified with traditional machine learning classifiers such as 

Logistic Regression (LR) or Support Vector Machines (SVM) [30]. The methodology 

eschews the training of deep networks from scratch, thereby forsaking computational 

overhead but with the cost of maintaining the high representational capability of CNNs [31, 

32]. By developing classifier-ready feature embeddings with pretrained networks, the 

classification then can be performed with efficient and light algorithms. This two-stage 
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process is most optimal for applications in which high accuracy requirements exist but 

computational resources or labeled data are limited, and therefore it is most optimal for real-

world deployment in constrained environments. The stages of the proposed methodology are 

illustrated in Figure 1. 

To evaluate the performance of the suggested method, this study employed a publicly 

available facial expression dataset. The dataset employed in this study is the FER-2013 

(Facial Expression Recognition 2013) dataset, which is publicly available on the Kaggle 

website [33]. This dataset contains 48×48-pixel grayscale face images of human beings, 

originally collected via the Google image search API. Each image is stored as a flattened 

pixel intensity array of values in CSV format, and an emotion label. There are seven emotion 

classes, i.e., Angry, Disgust, Fear, Happy, Sad, Surprise, and Neutral, in the original dataset. 

However, for this research, we considered five emotion classes Angry, Fear, Happy, Neutral, 

and Sad to promote class balance and avoid confusion in classification. The data contains a 

total of 275 images, which were preprocessed and resized wherever necessary before feature 

extraction using pretrained CNN models. 

Using the method of deep learning for feature extraction combined with traditional 

classifiers has motivated research in this direction. For instance, Dubey & Barskar [32]  

argued that deep features from CNNs can significantly improve performances in many image 

classification tasks with simpler machine learning methods, such as SVM and LR, particularly 

in situations where labeled data is limited. Also, evidence from Agarap [30] indicated that 

SVMs would out-do standard techniques of image classification only using handcrafted 

features as compensation with accuracy and computation-inexpensiveness for featuring 

extraction by deep learning. Prestressing CNN models for feature extraction and SVM 

classification in achieving high accuracy with low computational costs were emphasized in 

[31]. 

These results escalate the pretext that, even if deep learning models are better feature 

extractors, standalone models like SVM and LR still give splendid performance on conditions 

that simplicity and efficiency are generally placed above the computational costs. 

It's a good beginning for achieving higher performance under low computational cost 

through the combined use of pretrained CNNs and traditional machine learning classifiers 

such as LR and SVM, while most studies are inclined toward end-to-end deep learning 

models. Less research is done on this, and much space is yet unexplored in literature 

concerning the need for further investigation of LR and SVM in the tasks of image analysis. 

This work tries to fill such a gap by systematically evaluating the performance of LR and 

SPM based on characteristics obtained from VGG-16, VGG-19, and Inception V3 models. 

VGG-16, VGG-19, and Inception V3 are some sophisticated deep CNN architectures 

that have greatly impacted feature extraction and image analysis because of their high 

accuracy and transfer learning capabilities. VGG-16 is a 16-layer network developed by 

Simonyan and Zisserman that is characterized by a repetitive usage of small 3×3 kernel 

convolution layers, thus learning complex spatial representations very well [34]. Extensively 

used for applications like image categorization and facial expression detection, VGG-16 has 

been shown to have an excellent ability in capturing very complex visual patterns [35]. VGG-

19 extends this architecture further by adding three more convolutional layers that make the 

model capable of fine-grain hierarchical extraction of important features Chillal et al. [36]. 

This makes VGG-19 perhaps most useful for discerning very subtle changes between face 

expressions. Both VGG models perform extremely well at producing high-quality 

embeddings which duly conserve much of the structure and semantics of images for further 

classification tasks after they have been pretrained on large datasets such as ImageNet. 

On the other hand, Inception V3 is a state-of-the-art architecture designed for efficient 

and scalable processing [37]. It has included some innovations such as using factorized 
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convolutions, asymmetric kernels, and inception modules to process multi-scale data in an 

efficient computational way [38]. Inception V3, which has been pretrained with very large 

datasets like ImageNet, is made as such that it can identify very complex patterns and very 

minute details. This makes Emotions Recognition a real-time task where minute expressions 

are important. In fact, Inception V3 delivers strong performance embedding high-level visual 

characteristics for many image analysis tasks. These main architectures proved to be efficient 

when working together to produce a cross-section of depth of efficiency and richness in 

features. This study utilized VGG-16, VGG-19, and Inception V3 to design embeddings that 

are rich in vital properties of facial expressions for feature extraction purposes. These 

different embeddings were used for different classification tasks, which revealed distinct 

efficiencies of each architecture concerning feature extraction for different and complex 

image datasets [29, 39 – 41]. 

 

Start

Data Collection

Data Preprocessing

Feature Extraction 
using Pretrained 

CNNs

Classification

Evaluation and 
Analysis

End

Result 
Interpretation & 

Conclusion

Image Embedding

 Retrieve the FER-2013 dataset 
from Kaggle

 Extract a subset with 5 emotion 
classes: Angry, Fear, Happy, 
Neutral, Sad

 Convert images to grayscale (48×48 
pixels)

 Normalize pixel values
 Assign emotion labels to each 

image

 Apply Logistic Regression and Support 
Vector Machine (SVM)

 Input: CNN-derived feature 
embeddings

 Output: Predicted emotion label

 Use pretrained models: VGG-16, 
VGG-19, and Inception V3

 Extract feature embeddings 
(without fine-tuning)

 Represent each image as a high-
dimensional numerical vector (e.g., 
4096 dimensions)

 Compute evaluation metrics: Accuracy, 
Precision, Recall, F1-score, MCC, AUC

 Use Confusion Matrix and MDS for 
visualization and analysis

 Compare performance across CNN–
Classifier combinations

 Identify the best model based on 
accuracy and efficiency

 
Figure 1. Flowchart of Methodology 

 

2.1 Data Collection 

The purpose of this stage is to compile a diversified dataset of images for the different 

face expressions "Angry", "Fear", "Happy", "Neutral", and "Sad". In supervised learning, 

every image in the dataset needs to be meticulously annotated with the appropriate face 

emotion because this is how it is classified. This data set is specifically used in training and 

testing their machine learning models, which provide face cues for recognizing emotions. One 

of the frequently referred datasets being used for the purpose is FER-2013, which has 

hundreds of pictures labeled with facial expressions. It will be very useful for deep learning 

model training and is a valuable resource for use in facial expression research. The dataset, 

which is rich in age, gender, and ethnic variance, allows models to generalize very well across 

demographic groups. For example, in these database collections, algorithms are trained in a 

way to recognize small variations in face features which relate to specific emotions usually 

present in subjects to enhance the accuracy of emotion processing. FER-2013 is one of those 

great datasets, the kind of data that large, labeled datasets become, which makes up valuable, 

reliable performance by the model and, in turn, develops the field of facial expression 

recognition. 
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2.2 Data Preprocessing 

Such images undergo preprocessing in this step to ensure their uniformity and readiness 

for feature extraction. The first and foremost step is scaling, where all images are scaled to a 

standard dimension (say, 48×48 pixels) to correspond to the input requirements of pre-trained 

models like Inception V3, VGG-16, and VGG-19. The following step is normalization-in this 

process; pixel values are adjusted to a standard range for instance (0 to 1) or standardized 

such that the mauls out biases that arise due to changes in lighting or visual contrasts. This 

approach improves training efficiency at the classification stage, as feature embeddings are 

extracted uniformly using pretrained CNNs and no end-to-end retraining is required. Also, 

tagging should be there, where it makes sure that every image links to specific facial 

expressions such as "Angry," "Fear," "Happy," "Neutral," or "Sad," so that the model learns to 

classify them differently from one another. Thus, this kind of tagging provides that rental 

input that such classification jobs need for learning how to differentiate between two different 

emotions. All these preprocessing works together to give a trustable dataset, thereby 

improving the functionality of the model in extracting informative data from the photographs. 

 

2.3 Feature Extraction 

They perform the pre-prepared images through strong pre-trained deep learning models, 

like Inception V3, VGG-16, or VGG-19, to extract relevant features. These models extract 

general high-level visual patterns from images, as they are trained on large, diverse datasets 

such as ImageNet. It also identifies complex patterns relating to facial features such as lips, 

eyes, and overall facial structure. The features will be very significant for the classification of 

various facial expressions. Inception V3 is very famous for its effectiveness in collecting a 

diverse range of visual features due to its complex architecture. VGG-16 and VGG-19, 

however, are specialists in convolutional layers that help concentrate on the finer details of an 

image to capture even more complex facial features. Thus, these deep models are very well-

suited to extracting high-quality features for accurate facial expression recognition. Probing 

into the extracted characteristics drives rich, discriminative information on which subsequent 

classification will be based. 

 

2.4 Image Embedding 

Deep features extracted from the models like Inception V3, VGG-16, or VGG-19 create 

embeddings: these are, in fact, the numerical vectors which message the most important 

information from the image in condensed form. These serve as a smaller form of the image; 

and that is why it becomes easier for machine learning classifiers to process it. Each 

embedding contains the most important things that the picture can say, such as important 

expressions or certain structural details and features or attributes by which a face can be 

distinguished from others. For example, the 4096-dimensional vector generated by an image 

through processing in VGG-16 represents in numerical evaluation very important visual 

characteristics. The compression there enables the model to ignore everything else and focus 

on what matters most about the picture. All images are therethrough represented in an 

identical, compact, and consistent way that will reduce any further processing load and 

increase efficiency in classification. The generated embeddings can assist machine learning 

algorithms in learning from the data faster and giving better predictions. In summary, they 

also help in making the identification of expression by faces faster and more accurate. 
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2.5 Classification 

Support vector machine classifiers (SVM) and logistic regression are used to classify 

facial expressions based on the embeddings generated by feature extraction. These classifiers 

learn to predict the emotion associated with the retrieved features (Angry, Fear, Happy, 

Neutral, Sad). The former SVM has the best performance for discrimination among 

expressions by defining the hyperplane which separates these classes with maximum margin. 

In contrast, Logistic Regression uses linear functions to find the maximum probability of each 

emotion and finally selects the one with the highest score as the predicted label. They may 

differ in that one predicts the most likely expression-plus probabilities while the other 

maximizes distance between classes. Both are well in classifying facial expressions. Relying 

on image embeddings, these classifiers can help make accurate predictions. 

 

2.6 Result Analysis 

Then, after predicting the facial expression, several measures are used to assess the 

classifier's performance to check its effectiveness and accuracy. The correctly recognized 

photos are termed as Accuracy, which gives a general view of how much the model is 

performing. It indicates the percentage of predicted expressions that were indeed correct and 

helps in finding the false positives. Recall throws light on the other side of the coin, 

highlighting all missed predictions or false negatives by showing the proportion of actual 

expressions detected. Combined with a single score, the F1-score provides a balanced 

evaluation of precision and recall. These metrics highlight advantages and disadvantages for 

each classifier and help in the assessment of efficacy. Analyzing these outcomes might reveal 

which classifier performs best and where enhancements, such correcting biases or fine-tuning 

model parameters, are needed to improve performance. 

The dataset consisted of photos of human faces from Kaggle, and five different kinds of 

facial expressions could be seen in these photos; they are fear, anger, happiness, sadness, and 

neutrality; these are the specifics of the data: 

To avoid excessive visual clutter, only a few representative samples are shown to 

illustrate some significant facial expressions such as "Happy" and "Fear." However, data used 

in this study consists of a balanced subset of five emotion classes with the following 

approximate sample sizes: Angry (50 images), Fear (53), Happy (66), Neutral (54), and Sad 

(52). These samples were selected randomly from the FER-2013 dataset and were 

preprocessed in the same manner before they were used for feature extraction. Although 

visual samples of each class are not presented in whole here, their statistical distribution is 

taken into consideration while evaluating. 

Components that relate to the facial expression categorized as "fear" consist of 53 data 

items, such as those given in Figure 2. 

 

 
Figure 2. “Fear” Data Example 
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Components that relate to the facial expression categorized as "happiness" consist of 66 

data items, such as that given in Figure 3. 

 
Figure 3. “Happy” Data Example 

 

In all, this research consists of 275 samples of facial expression data, which is 

incredibly versatile as it covers the whole spectrum of expressions. The set was specially 

collected for the research so that there would be representative examples for each type of 

expression. These previous studies have indicated the importance of diversified and balanced 

datasets, mentioning how such datasets are critical in profiling and testing facial expression 

recognition systems [42 – 44]. 

 

3. Results and Discussion 

Based on comparative analysis, the results of image embeddings obtained by different 

approaches such as Inception V3 (Table 1), VGG-16 (Table 2), and VGG-19 (Table 3) were 

evaluated on performance metrics as well as using both Logistic Regression and SVM 

classifiers. These metrics included AUC, accuracy (CA), F1-score, precision (PREC), recall, 

and MCC. On several counts, Inception V3 always outperformed the rest of the models by 

performing better. The SVM classifier, for instance, has shown its capability of harnessing the 

different multi-scale features captured by Inception modules by achieving maximum accuracy 

when classifying with Inception V3 embeddings (CA = 0.793) and competitive AUC values 

(0.720). As Shourie et al. (2023) revealed, this clearly demonstrates how effective the network 

is in detecting complex patterns for high-level feature representations. 

Table 1. Image Embedding Using Inception V3 

Model AUC CA F1 PREC RECALL MCC 

LR 0.725 0.756 0.295 0.311 0.280 0.148 

SVM 0.720 0.793 0.296 0.387 0.240 0.190 

Table 2. Image Embedding Using VGG-16 

Model AUC CA F1 PREC RECALL MCC 

LR 0.613 0.764 0.177 0.241 0.140 0.053 

SVM 0.614 0.756 0.280 0.302 0.260 0.135 

Table 3. Image Embedding Using VGG-19 

Model AUC CA F1 PREC RECALL MCC 

LR 0.701 0.411 0.409 0.409 0.411 0.260 

SVM 0.684 0.385 0.373 0.390 0.385 0.227 
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Despite having a simpler architecture than VGG-19, VGG-16 performed moderately 

well on all assessed measures. With VGG-16 embeddings, Logistic Regression's accuracy 

(CA = 0.764) was somewhat greater than SVM's (CA = 0.756). In contrast to Logistic 

Regression, the SVM classifier demonstrated a better balance between precision (PREC = 

0.302) and recall (0.260), as evidenced by the greater F1-score (0.280). As previously noted 

by Yang (2024), the results confirm that VGG-16 is effective at recovering fine-grained 

geographic data; nevertheless, its lower AUC and MCC values imply limits in capturing 

deeper semantic features. 

From these observations, it is clear that VGG-19 was able to gain notable improvements 

in recall and F1-score compared to VGG-16 for having deeper architecture. For an F1-score 

of 0.409 and AUC 0.701, the comparison was favorable with logistic regression using VGG-

19 embeddings in making small changes in facial expressions. It somewhat narrowed the lead 

on other parameters but failed slightly in accuracy (CA = 0.385). Looking at the number of 

layers, Chillal et al. (2023) argued that, as compared to VGG-16, VGG-19 would be able to 

capture more complex spatial patterns. Overall, it was researched that- among the models 

developed for feature extraction- Inception V3 was found to be the most reliable but VGG-19 

surpassed VGG-16 in some aspects. These results can still be said to be consistent with 

Previously conducted research concerning the advantages of these architectures in image 

analysis tasks [47, 48]. 

 
Figure 4. Confusion Matrix Result (Inception V3) 

 

The confusion matrix shown in Figure 4 describes the classification of five emotions as 

assessed on the FER-2013 dataset. The model obtained relatively higher performances for the 

“Happy” (37/66 correct) and “Neutral” (27/54) categories, while there were quite a few 

misclassifications occurring between similar expressions. For instance, a lot of “Sad” samples 

were predicted as “Angry” (15 cases), and “Neutral” was often confused with “Happy” (16 

cases). “Fear” was also dispersed across other classes. These results indicate that some 

overlapping facial features are driving classification errors for emotions like Neutral, Happy, 

and Sad. Nevertheless, the diagonal dominance of the matrix suggests that the model is in fact 

fairly effective when it comes to recognizing separate emotional categories. 
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Figure 5. Confusion Matrix Result (VGG-16) 

 

Figure 5 represents the classifier has the best accuracy in predicting the emotion 

"Happy" (34/66 correctly classified) and "Neutral" (25/54), whereas other emotions are 

misclassified frequently. “Fear” was the most challenging emotion because only 21 out of 53 

samples are correctly identified by the model, with a lot of confusion with “Angry” and 

“Sad”. Similarly, samples characterized as “Angry” may often be confused with “Fear” (11 

cases) and “Sad” (10 cases). These results imply that the model only possesses a moderate 

ability to differentiate between emotions distinguished by minor modifications in facial 

expression, particularly for negative-affect states. The model at the end demonstrates a 

consistent but not perfect classification with overlapping patterns that reflect the real-world 

complexity of emotional expression. 

 

Figure 6. Confusion Matrix Result (VGG-19) 

 

Figure 6 shows the model performs the best in the "Happy" class with 35 correct out of 

66 instances, followed by "Neutral" with 25 correct out of 54. Major misclassifications are 

noted in the "Angry" and "Fear" classes. Only 10 of 50 "Angry" samples were correctly 
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predicted, with the rest tending to be predicted as "Fear" or "Happy." "Fear" was also 

confused across multiple classes, with 11 being identified as "Angry." These errors suggest 

trouble separating emotions from similar facial expressions, and especially trouble separating 

negative emotions. Despite this, the model has good overall accuracy, with very good 

detection of more unique expressions like "Happy" and "Neutral." 

The confusion matrices of Inception V3, VGG-16, and VGG-19 were compared, and 

significant differences in performance were found among the models in the classification of 

facial emotions into five categories fear, anger, happiness, sadness, and neutrality. Though 

balanced in predictions, Inception V3 struggles with confusion between closely related 

emotions such as fear and neutral, with major misclassifications in these categories. VGG-16 

predicts cheerful expressions very well since it suffers from limits in modeling emotional 

complexity, but it has problems telling apart fear and neutral expressions. On the other hand, 

VGG-19 proves better than other models in the correct classification of happy and sad 

expressions as it extracts quite subtle semantic components under emotionally conflicting 

situations as well. That's why, though it performs nicely, VGG-19 cannot distinguish between 

the ambivalent emotions like fear or neutral. Thus, it can be seen that all models suffer from 

the same challenges in terms of distinguishing very small overlaps of emotional displays. This 

is consistent with previous studies asserting high performance among the deeper architectures 

such as VGG-19 and Inception V3 in capturing very fine-grained and hierarchical feature 

representation for better emotion classification tasks [26, 27, 49]. 

 
Figure 7. MDS Result (Inception V3) 

 

Figure 7 is a plot of feature embeddings from the CNN model, with each point 

representing an image colored based on its true emotion label. The plot reveals that "Happy" 

and "Neutral" are in relatively compact clusters, which means easier separability by the 

model, while "Fear" and "Sad" are more dispersed and overlap with other emotions. This 

suggests that the model struggles to distinguish between expressions with subtle facial 

differences. The observed overlaps agree with the misclassifications in the confusion 

matrices, indicating challenges in the classification of visually close emotions. 
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Figure 8. MDS Result (VGG-16) 

 

Figure 8 represents a facial image labeled with its true emotion. The plot reveals 

significant overlaps between most of the emotion classes, especially between "Fear," 

"Neutral," and "Sad," such that the model is not doing a good job of separating these classes 

in the feature space. Although there does appear to be some clustering present most noticeably 

for "Happy" and portions of "Neutral", the distribution remains close and entangled. This 

suggests low class separability, which may contribute to the classifying errors found in the 

confusion matrix. 

 
Figure 9. MDS Result (VGG-19) 

 

Figure 9 shows a lot of overlap among emotion classes, particularly among "Fear," 

"Neutral," and "Sad," which suggests that the model has difficulty separating these classes in 

the feature space. There is a bit of local clustering for "Happy" and "Angry," but no emotion 
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is an entirely distinct cluster. This reflects the challenge of distinguishing subtle emotional 

expressions and explains the model's unimpressive performance on overlapping classes in the 

confusion matrix. 

In the case of MDS renderings generated using feature embeddings, the effectiveness 

for face emotion recognition from models such as Inception V3, VGG-16, and VGG-19 has 

shown some differences. Although such a somewhat diffused cluster with large overlaps in 

the classes like fear and neutral exhibits comparatively more difficulty in segregating closer 

emotional expression by Inception V3, VGG-16 appears to be denser distributed containing 

less clearly defined cluster that may be due to its being shallower in design compared to 

VGG-19. VGG-19 does better than the other models and makes more distinguished well-

separated clusters, especially for expressions like cheerful and sad, demonstrating more 

noticeability in the capacity to capture smaller emotional differences. Again, all models retain 

overlaps in more ambiguous expressions, such as fear and neutral, which persist, highlighting 

the intrinsic difficulties of the emotion recognition task in such complex data sets. This says 

that it requires much deeper architecture, such as VGG-19, to develop the important 

discriminative features but needs further evolution to untangle overlapping classes [29, 39, 40, 

41]. 

The face expression recognition from a comparative study of feature embeddings from 

these three models has been exhaustively demonstrated for knowledge on the characteristics 

of Inception V3, VGG-16, as well as VGG-19. In fact, Inception V3 showed overall sound 

performance as far as Classification Accuracy (CA) and Area Under the Curve (AUC) are 

concerned due to its highly advanced variant inception modules designed for multi-scale 

feature extraction. However, the fact that it obtained relatively low scores for recall and 

precision indicates that, despite their subtle differences, neutral and dread must be considered 

among the various closely related emotional expressions. In this respect, it shows that while 

Inception V3 is good at capturing general overall structural and textural patterns, it may also 

not be capable of capturing detailed, fine emotional cues [50, 51]. 

For CA, VGG-16 did quite well because of its simpleness and effectiveness for feature 

extraction with small 3x3 convolutional kernels. However, it displayed poor F1 scores and 

Matthews Correlation Coefficient (MCC) as can be seen with the confusion matrix and MDS 

plots, thus indicating the difficulty of dealing with unbalanced and overlapping classes. The 

display of MDS also supports this finding by having its clusters centralized. Furthermore, this 

is the same result as what previous studies stated, as this indicates that deeper architectures 

should be adopted for the development of effective feature discrimination in tasks that include 

emotion recognition [52, 53]. 

Of the three networks tested, the best overall performance was achieved by VGG-19, 

which is an extension of VGG-16 with some more convolutional layers. Its significantly 

greater F1 and MCC scores indicate that it could strike a good balance between recall and 

precision, which suits it for detecting even small differences in facial expressions. Enhanced 

clustering shown in the MDS plots and less overlapping between two expressions, happy and 

sad, thus demonstrates the capability of VGG-19 in extracting the intricate hierarchy of 

features. This is supported by earlier studies that indicate the advantages of deeper 

architectures in difficult classification tasks [51, 53]. 

The confusion matrix results further corroborate the quantitative metrics while 

indicating the merits and demerits of the models in relation to each class. Inception V3 and 

VGG-16 models misclassify fear and neutral emotions, therefore necessitate improved feature 

embedding techniques or additional data preprocessing methods to deal with these overlaps.  

These patterns of misclassification are consistent with previous research on facial emotion 

recognition. For example, Akhand et al. [26]  noted significant confusion between "Fear" and 

"Sad" based on comparable facial structures within the FER-2013 dataset. Similarly, Ullah et 



 

                                                

Jurnal Ilmiah Teknologi dan Rekayasa Vol. 30 No. 02 August 2025 

 

Habibi, Yuadi 

https://doi.org/10.35760/tr.2025.v30i2.14056      
 

 

149 

al. [27]  noted confusion in distinguishing between "Neutral" and low intensity "Happy" facial 

expressions. These findings attest that while accuracy is improved using deep feature 

extraction, class-level vagueness remains an issue in emotion recognition tasks.  

Difficulty in the differentiation between some of the emotions such as "Neutral" and 

"Fear" has also been widely acknowledged in earlier studies. Akhand et al. [26] and Ullah et 

al. [27] noted that facial features that represent these emotions happen to overlap in low-

resolution datasets such as FER-2013. Specifically, features such as slightly raised eyebrows 

or partially open mouths are seen to appear in both classes, confusing even deep learning 

models. J.H. Kim et al. [49]  also noted that increasing the depth of models can improve 

overall accuracy but will not solve such fine-grained ambiguities. Our own observation that 

such misclassifications are still present even in networks like VGG-19 and Inception V3 

reinforces this, indicating that more subtle features or temporal information beyond static 

facial images are required. Even for high-tech architecture, it has been observed that tiny 

differences between emotional categories such as 'indifferent' and 'sad' were misclassified by 

VGG-19, especially for ambiguous phrases, even though it is also the leading classifier in 

performance criteria. This shows that facial expression detection tasks are challenging and 

confirm the importance of dependable designs with effective preprocessing and training 

techniques [50, 52]. 

By presenting comparative results, the contribution of model architecture toward 

performance across a variety of measures is clearly highlighted. While Inception V3 presents 

good performance on feature extraction and computation, it does call for improvements to its 

capabilities of achieving finer detail. VGG-16 can very well be used where there are simple 

tasks, but it does have limitations in class overlaps. Considering the very deep structure that it 

incorporates, VGG-19 turns out to be the best model for facial expression recognition, 

proving to be effective where hierarchical representations and sophisticated extraction 

methods are multitask domains. Future work can therefore look towards hybrid approaches to 

access the benefits of different architectures needed to solve the remaining challenges in 

emotion recognition [29, 39, 40, 41]. 

Note that while feature extraction with CNN still incurs a non-negligible computational 

cost, the approach adopted in this paper does not involve training or fine-tuning the CNN 

models. Feature embeddings are computed via frozen pretrained networks in one offline pass, 

and thus they can be cached and overall computational cost at classification time is 

significantly reduced. This makes the method particularly suitable for applications where real-

time prediction is necessary but training full end-to-end deep models is not possible due to 

resource constraints. 

Again, the class separability and clustering capabilities and limitations of these 

architectures are demonstrated through the confusion matrix and MDS attacks. While VGG-

19 has demonstrated how it preserves its ability in extracting important features through more 

specific clusters corresponding to different emotion categories, VGG-16 and Inception V3 

had a higher level of overlap, hence making it difficult to separate specific emotional states 

completely. This is in line with past studies emphasizing the need for deeper models and even 

better optimized feature extraction techniques for emotion recognition tasks, such as Patro et 

al. [29] and Subathradevi et al. [54]. 

This research is an addition to the literature since it presents a comparative evaluation of 

three of the most prevalent CNN structures VGG-19, VGG-16, and Inception V3 exclusively 

for facial expression recognition in deep feature embeddings. Rather than end-to-end training 

of CNNs, frozen pretrained models were used to obtain features and performed highly well 

when combined with traditional classifiers such as SVM and Logistic Regression. This hybrid 

approach yielded better classification outcomes than traditional models have typically 

achieved on plain image inputs, as supported by prior research [26, 31] . The findings also 
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show how different CNN architectures produce embeddings with different expressiveness 

levels, which influence classifier performance depending on task complexity and resources.  

Moreover, the results offer pragmatic suggestions for selecting appropriate model pairs. 

For instance, Inception V3 with SVM generates high accuracy for general purposes, while 

VGG-19 achieves better precision-recall tradeoff for use cases requiring advanced emotion 

recognition. VGG-16, being weaker, may have its application in limited resource 

environments. Such insights attest to the merit of pairing model selection with specific 

application requirements, including accuracy, explainability, and computational intensity. 

Finally, this study emphasizes the need for sophisticated evaluation metrics such as MCC and 

AUC to complement traditional accuracy in measuring classification performance particularly 

under overlapping classes or class imbalance. 

It is important to mention that this study did not include any direct comparisons with 

two approaches widely used in emotion recognition: the full CNN-based end-to-end 

classifiers and traditional SVM/LR classifiers with handcrafted features such as HOG and 

LBP. This omission was done deliberately, given the focus of the study on whether classical 

models like SVM and LR could efficiently utilize deep CNN-derived embeddings. Since the 

size of the dataset was small, end-to-end training can, therefore, be prone to overfitting and 

have been shown in literature to yield inferior performances as compared to handcrafted 

features. Works by Agarap [30] and Gao et al. [20] further support our assertion that a hybrid 

approach leveraging deep embeddings for classical classifiers provides a good trade-off 

between accuracy and computational efficiency. However, further studies will have to include 

these baselines for additional validation and benchmarking of the hybrid method. This would 

make further justification for practical implementation in scenarios with constrained 

resources. 

  

4. Conclusions  

The paper analyzes three well-known convolutional neural network architectures, 

namely, Inception V3, VGG-16, and VGG-19, as tools valuable for recognizing facial 

expressions. By extensive evaluation criteria like F1 score, accuracy, Matthews Correlation 

Coefficient (MCC), and others, VGG-19 surpassed all the other models. This was especially 

evident when fine-tuned to recognize minute differences between the expressions on faces 

due to its depth and capacity to record complex spatial and semantic elements. Although it 

had higher architectural features like inception modules, Inception V3 was still very poor, 

especially in recall and precision for the hard categories extending to fear and neutral. The 

shallower VGG-16 model gave results that were observation mediocre in comparison but had 

some trouble in distinguishing between emotional classes that tend to overlap. These results 

reinforce previous earlier studies pointing to a relationship between depth and classification 

accuracy when it comes to feature extraction tasks like that of Asha et al. [39, 41] . 

However, the study has some limitations. The dataset comprised only 275 samples, 

which might prove to be insufficient for representing the complexity and variety of facial 

expressions in daily life situations. Further, the imbalance in the classes in the database made 

training difficult, especially for unreduced emotion categories detection. The study also used 

only SVM and logistic regression as classification algorithms, thus limiting the exploration of 

more complicated methods such as transformer-based models, ensemble learning, or deep 

end-to-end architectures. Such constraints refer to directions of future work and align with 

those discussed in earlier studies, for instance Subathradevi [54]. 

Future studies can improve on this by using larger, more diverse and balanced datasets 

to improve the generalizability of the results. More advanced classification techniques such as 

ensemble methods or attention mechanisms could also model deeper and more complex 

emotional patterns more effectively. Domain adaptation techniques could also render the 
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model more robust when applying it in real-world scenarios with lighting, pose, and occlusion 

differences. While real-time responsiveness is not experimentally tested in this research, we 

recognize its importance for real-world deployment. Therefore, a future study must also 

investigate real-time inference efficiency and system integration so that it can be verified 

whether the proposed models are suitable for live environments or not. Additionally, 

incorporating explainability modules can further strengthen model interpretability, which will 

render it even more suitable for critical fields such as healthcare, education, and human-

computer interaction. 

This research adds to the growing corpus of studies in image-based emotion recognition 

by comparing three of the latest CNN feature extractors. It highlights the strengths of VGG-19 

and the weaknesses of Inception V3 and VGG-16, all the while identifying significant issues 

and areas requiring efforts. The findings, therefore, provide a foundation for further advancing 

research in face emotion identification by providing useful findings and directions for future 

studies. 
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