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Analisis Komparasi Linear Regression dan Polynomial Regression
untuk Prediksi Harga Saham

Ni Wayan Sumartini Saraswati'”, | Wayan Dharma Suryawan?, | Made Andi Kertha Yasa®

Abstrak— Investasi memegang peranan penting dalam melawan inflasi dan mendorong pertumbuhan ekonomi. Di antara berbagai
instrumen investasi, saham menawarkan potensi keuntungan yang tinggi, tetapi memerlukan analisis yang cermat untuk
meminimalkan risiko dan memaksimalkan keuntungan. Penelitian ini berfokus pada prediksi harga penutupan yang disesuaikan (Adj
Close) dari saham PT Mitra Energi Persada Thk (KOPI.JK), sebuah perusahaan energi yang terdaftar di Bursa Efek Indonesia,
menggunakan teknik regresi machine learning, karena data historis yang mengalami fluktuasi signifikan. Dengan membandingkan
Linear Regression dan Polynomial Regression yang dilengkapi dengan pengoptimalan regularisasi Ridge dan LASSO, penelitian ini
bertujuan untuk mengidentifikasi model yang paling efektif dalam memprediksi harga saham. Hasil analisis menunjukkan bahwa fitur
Low dan High memiliki korelasi yang paling kuat dengan harga Adj Close, sementara Volume memiliki korelasi terendah. Polynomial
Regression dengan degree=3 dan pengoptimalan regularisasi Ridge memberikan performa terbaik. Hasil evaluasi mencapai MSE
(122.9618), RMSE (11.0888), dan R2 (0.9883). Pada pengoptimalan model menggunakan LASSO cenderung mengurangi relevansi fitur
sehingga memberikan performa yang lebih buruk.

Kata Kunci — linear regression; polynomial regression; harga saham; LASSO regularization; ridge regularization.
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|. PENDAHULUAN

Investasi merupakan salah satu strategi yang digunakan untuk melawan tingkat inflasi yang dapat menggerus
daya beli masyarakat. Investasi juga berperan sebagai pendorong utama pertumbuhan ekonomi suatu negara [1].
Dari berbagai instrumen investasi yang tersedia, saham menjadi salah satu pilihan dengan potensi keuntungan
yang tinggi [2]. Saham di Indonesia diperdagangkan melalui Bursa Efek Indonesia (BEI), di mana para investor
perlu mempertimbangkan berbagai faktor sebelum memulai investasi agar dapat meminimalkan risiko dan
memaksimalkan keuntungan. Dalam berinvestasi saham, beberapa aspek penting yang harus diperhatikan meliputi
tujuan investasi, jangka waktu investasi, risiko, inflasi, dana, wahana, likuidasi, dan keuntungan. Salah satu
metode yang umum digunakan oleh investor dalam menganalisis saham adalah analisis teknikal. Analisis ini
membantu investor dalam menentukan saham yang potensial serta waktu terbaik untuk menjual (sell), membeli
(buy), atau mempertahankan (hold) saham tersebut [3]; [4]).

Salah satu perusahaan publik di Bursa Efek Indonesia adalah PT. Mitra Energi Persada, Thk, yang resmi tercatat
sejak 23 April 2001 dengan kode perdagangan saham KOPI.JK. Perusahaan ini bergerak di sektor infrastruktur
energi serta minyak dan gas bumi di Indonesia. Berdasarkan data historis, harga saham PT. Mitra Energi Persada
mengalami fluktuasi yang signifikan. Fluktuasi harga ini mencerminkan adanya peluang keuntungan, tetapi juga
menunjukkan adanya risiko yang harus diwaspadai oleh investor. Adanya tantangan ini dapat menjadi risiko jika
tidak diprediksi dengan tepat. Tantangan ini dapat diatasi jika terdapat rekomendasi yang tepat dalam pengambilan
keputusan investasi. Salah satu pendekatan yang dapat digunakan adalah machine learning. Machine learning
telah terbukti efektif dalam berbagai metode prediksi, terutama untuk kasus time series. Salah satu metode yang
dapat diterapkan adalah regresi. Metode regresi yang umum digunakan meliputi Linear Regression dan
Polynomial Regression. Linear Regression memodelkan hubungan linear antara variabel independen dan
dependen, sementara Polynomial Regression dapat menangani hubungan yang lebih kompleks dan non-linear [5];
[6].

Dengan membandingkan kedua metode ini, model prediksi terbaik dapat dipilih untuk meningkatkan akurasi
dalam memprediksi pergerakan saham. Penelitian oleh [7] menunjukkan bahwa Polynomial Regression lebih
unggul dalam memprediksi COVID-19 dibandingkan dengan Support Vector Machine (SVM). Penelitian lain
oleh [8] juga menunjukkan bahwa metode regression dapat mencapai akurasi tinggi dalam prediksi data finansial,
dengan hasil terbaik mencapai 88.79%. Dalam machine learning, potensi overfitting dan multikolinearitas dapat
menjadi tantangan dalam prediksi. Oleh karena itu, teknik regularisasi seperti Ridge dan Least Absolute Shrinkage
and Selection Operator (LASSO) dapat diterapkan untuk mengatasi masalah tersebut. Dengan menerapkan
pendekatan yang tepat, investor dapat lebih memahami pola pergerakan saham dan mengambil keputusan
investasi yang lebih optimal.

Prediksi dengan regression telah dilakukan oleh beberapa penelitian sebelumnya. Penelitian oleh [9]
menggunakan Linear Regression dan Polynomial Regression untuk memprediksi produksi daging sapi nasional
untuk mengetahui hasil produksi di tahun yang akan datang. Penelitian ini menunjukkan Polynomial Regression
mendapatkan hasil yang lebih baik dibandingkan dengan model Linear Regression. Penelitian lain yang juga
menggunakan Linear Regression dilakukan oleh [10]. Linear Regression mampu memprediksi dengan cukup baik
dengan hasil evaluasi R? sebesar 0.99. Perbandingan regression antara Linear Regression, Polynomial Regression,
dan SVM untuk prediksi harga rumah dilakukan oleh [11] menunjukkan bahwa Polynomial Regression
mendapatkan hasil evaluasi paling baik dibandingkan dengan metode lainnya. Untuk studi kasus prediksi saham,
penelitian oleh [12] menggunakan Linear Regression dan Polynomial Regression mendapatkan hasil bahwa kedua
model tersebut mampu melakukan prediksi dengan cukup baik, dengan Polynomial Regression memberikan hasil
yang lebih baik. [13] menggunakan Support Vector Regression (SVR) untuk memprediksi harga minyak kelapa
sawit di Indonesia dan nilai mata tukar uang EUR/USD. Penelitian ini menunjukkan bahwa SVR dengan kernel
RBF mendapatkan hasil akurasi mendekati 100% ketika memprediksi nilai tukar EUR/USD, sedangkan untuk
prediksi minyak kelapa sawit mendapatkan hakurasi pada rentang 98%. Berdasarkan penelitian-penelitian yang
telah dilakukan sebelumnya, belum ada komparasi antara Linear Regression dan Polynomial Regression dengan
pengoptimalan teknik regularisasi Ridge dan LASSO dalam mengurangi overfitting dan multikolinearitas.
Penelitian ini menganalisis fluktuasi harga saham PT. Mitra Energi Persada Tbk serta faktor-faktor yang
mempengaruhinya. Penelitian ini juga akan menerapkan metode analisis teknikal untuk memprediksi pergerakan
harga saham perusahaan, guna membantu investor dalam pengambilan keputusan investasi yang lebih tepat.
Selain itu, penelitian menilai efektivitas indikator teknikal dalam memprediksi harga saham serta memberikan
rekomendasi strategi investasi yang optimal berdasarkan hasil analisis.

Il. METODE PENELITIAN

Beberapa tahapan yang dilakukan dalam penelitian ini untuk memprediksi harga saham ditunjukkan pada
Gambar 1 yang diuraikan pada sub bab berikut.
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Gambar 1. Flowchart Prediksi Saham

(20} A. Pengumpulan Data
Dataset yang digunakan dalam penelitian ini menggunakan data saham PT. Mitra Energi Persada Thk. Data
harga saham yang diambil adalah dari rentang tanggal 9 November 2018 - 8 November 2023. Rentang tanggal
@ tersebut diambil karena memiliki pergerakan harga saham yang signifikan. Dataset diambil dari Yahoo Finance
(https://finance.yahoo.com/) dalam data time series harian harga saham dari perusahaan tersebut dengan satuan
rupiah. Data yang diambil berjumlah 1233 record dan 7 atribut dengan atributnya diuraikan pada Tabel 1. Gambar
2a merupakan grafik data aktual harga saham dari perusahaan. Gambar 2b merupakan sample data dari harga

saham.
:?:._,K’ S Compuioons & hdestors o Coponstabonts 4. 7 7 ° Date Open High Low Close AdjClose Volume
T Wi Everg
A g ¥ Pats . 0 2018-11-09 7350 7350 7350 7350 735.0 49200.0
H0000mL X ©Wwuk 8 \ ik 1 2018-11-12 7300 7300 7300 7300 730.0 482000
750.0¢

Summary A ] 2 20181113 725.0 7350 7250 730.0 730.0 53200.0
: y | X [ = 3 2018-11-14 730.0 7400 7300 7350 735.0 55500.0
Comersstions il M, \ “; - 4 2018-11-15 735.0 7400 7350 740.0 740.0 47700.0
staisnes Bl . |
_— o VA ) A Y om0
Profle \ | ! i) 50000 1229 2023-11-02 330.0 3420 330.0 3420 342.0 3000.0
:::M‘"h A 45000 1230 2023-11-03 328.0 3420 326.0 326.0 326.0 38800.0
s !
Options : 400.00 1231 2023-11-06 326.0 3420 3220 3220 3220 31000
o VAR 1232 2023-11-07 338.0 3420 328.0 3420 3420 3900.0
— i <

: 5880K 1233 2023-11-08 338.0 3400 316.0 338.0 338.0 11000.0

1234 rows x 7 columns
@ (b)
Gambar 2. (a) Grafik Data Aktual Harga Saham, (b) Sampel Data Harga Saham
Tabel 1. Detail Atribut Dataset
No Data Keterangan Atribut
@ 1 Date Date adalah label time-series yang Date

akan menandakan waktu setiap baris
record pada dataset

2 KOPIL.JK  KOPI.JK merupakan nama kode Open,
saham (ticker) yang digunakan oleh ;

PT Mitra Energi Persada Tbk High

Low,
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B. Data Preparation

Data yang telah dikumpulkan masuk ke tahapan cleaning data. Proses cleaning ini dilakukan untuk
mempersiapkan data sebelum masuk ke seleksi fitur, memastikan agar data tidak mengandung missing value dan
duplikasi data. Missing value dan duplikasi data yang tidak diatasi akan menyebabkan kesalahan analisis. Selain
itu, tahapan persiapan ini bertujuan untuk lebih untuk meningkatkan kualitas data yang akan digunakan [14].
Persiapan data mencakup semua kegiatan untuk membangun dataset yang akan diterapkan ke dalam alat
pemodelan [15].

C. Seleksi Fitur

Sebelum masuk ke tahapan seleksi fitur, terdapat dua variabel yang ditentukan terlebih dahulu. Tersaji dua
variabel utama yang dipergunakan dalam penelitian ini, yakni variabel bebas dan variabel terikat. VVariabel bebas
adalah variabel penyebab atau variabel yang berpengaruh terhadap variabel terikat [16]. Variabel yang digunakan
dalam penelitian ini adalah harga Open, High, Low, Close, dan Volume. Variabel bebas ini berpotensi menjadi
feature atau prediktor dari variabel terikat dengan jumlah total adalah 7 variabel bebas (feature). Variabel terikat
adalah variabel akibat atau variabel yang dipengaruhi variabel bebas [16]. Variabel terikat yang digunakan adalah
harga penutupan atau Adj Close harga saham hari berikutnya. Variabel terikat akan menjadi target prediksi harga
saham dalam penelitian.

Seleksi fitur merupakan teknik umum dalam data mining yang digunakan pada tahap preprocessing. Salah satu
metode yang sering diterapkan untuk menentukan bobot fitur adalah Mutual Information (MI). MI mengukur
sejauh mana keberadaan atau ketidakhadiran suatu term berkontribusi dalam meningkatkan akurasi keputusan
klasifikasi [17]. Dengan kata lain, MI mengukur ketergantungan antar variabel multidimensi [18]. MI adalah salah
satu cara untuk melakukan seleksi fitur yang digunakan pada penelitian ini. Beraha et al., dalam [19] menyatakan
bahwa Mutual Information (MI) adalah sebuah indeks yang mengukur ketergantungan statistik antara dua variabel
acak. Berbeda dengan indeks lain seperti koefisien korelasi Pearson, Ml tidak hanya mampu mendeteksi hubungan
linear, tetapi juga dapat menangkap ketergantungan non-linear serta tetap invarian terhadap transformasi pada
variabel. Zhao et al., dalam [19] menyatakan bahwa Nilai Mutual Information (MI) antara dua variabel acak selalu
bernilai non-negatif. M1 bernilai nol jika dan hanya jika kedua variabel acak tersebut benar-benar independen.
Semakin besar nilai MI, semakin tinggi tingkat ketergantungan antara kedua variabel tersebut.

D. Linear Regression dan Polynomial Regression

Tahap selanjutnya adalah membangun model prediksi dengan Linear Regression dan Polynomial Regression.
Linear Regression bekerja dengan teknik peramalan kuantitatif statistik yang pada umumnya menggunakan data
historis yang menitikberatkan pada pola, perubahan pola, dan faktor gangguan yang disebabkan oleh pengaruh
acak. Selain itu, metode ini memberikan hasil output prediksi dengan melakukan pengembangan hubungan
matematis antar variabel. Terdapat dua jenis Linear Regression yaitu Linear Regression satu variabel dan Linear
Regression multivariable. Linear Regression satu variabel hanya dicari korelasi antara variabel x dengan variabel
bebas y. Linear Regression multivariable mencari hubungan antara banyak variabel [20]. Persamaan dari model
Linear Regression sebagai berikut:

Y=a+bx+€ (1)

Di mana Y adalah variabel terikat, a adalah konstanta atau intercept, x adalah variabel bebas, serta € adalah
error. Polynomial Regression adalah pengembangan dari Linear Regression untuk mengatasi data-data non-linear.
Secara formula matematis, yang membedakan antara Linear Regression dengan Polynomial Regression adalah
untuk menghitung nilai koefisien regresi 8 hanyalah di matriks desain X. Polynomial Regression adalah jenis
regresi khusus yang bekerja pada hubungan lengkung (curvilinear) antara nilai dependen dan nilai independen.
Polynomial Regression merupakan model Linear Regression yang dibentuk dengan menjumlahkan pengaruh
masing-masing variabel prediktor (X) yang dipangkatkan meningkat sampai orde ke-n [9]. Persamaan Polynomial
Regression order 2 sebagai berikut.

Y=bo+b1X+b2X? (2)

Dengan bo adalah intersep, Y adalah variabel yang diprediksi, bl dan b2 adalah slope atau koefisien yang
dikurang koefisien regresi, serta X adalah variabel bebas.

E. Regularisasi
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Setelah dibangun model Linear Regression dan Polynomial Regression, model diregularisasi dengan LASSO
dan Ridge. LASSO merupakan metode regresi berganda yang digunakan untuk melakukan shrinkage, yaitu
memperkecil nilai koefisien estimasi mendekati nol, serta selection operator, yaitu memilih variabel independen
yang paling berpengaruh. Dengan adanya kendala tersebut, LASSO mampu mengecilkan koefisien hingga
mendekati nol atau bahkan mengaturnya menjadi nol, sehingga secara efektif dapat melakukan seleksi variabel
[21][22]. Ridge merupakan metode yang digunakan untuk meningkatkan kestabilan penduga kuadrat terkecil
ketika terdapat masalah multikolinearitas. Metode ini bekerja dengan menambahkan koefisien bias positif dalam
proses estimasi parameter, sehingga menghasilkan penduga dengan ragam yang lebih kecil dibandingkan dengan
metode kuadrat terkecil biasa [23].

F. Evaluasi Model

Evaluasi model pada penelitian ini menggunakan tiga jenis model evaluasi. Evaluasi model terdiri dari Mean
Square Error (MSE), Root Mean Squared Error (RMSE), dan R-squared (R?. Setiap model evaluasi
mendapatkan nilai hasil masing-masing. MSE adalah metode dengan teknik lain untuk menguji tingkat kesalahan
dari metode peramalan. Setiap kesalahan dikuadratkan. Teknik pendekatan ini menetapkan kesalahan peramalan
besar karena kesalahan kuadrat. Dengan kata lain, MSE adalah rata-rata perbedaan kuadrat antara nilai yang
diprediksi dan nilai yang sebenarnya [24]. Rumus dari MSE adalah sebagai berikut:

MSE= 13 (yi-y1)’ 3)
Dengan n adalah jumlah data, yi adalah nilai actual dari data, serta 371 adalah nilai yang diprediksi oleh model.
RMSE adalah cara umum dipergunakan untuk mengukur kesalahan model dari prediksi data yang bersifat
kuantitatif. RMSE dipergunakan untuk mengetahui ukuran sebaran simpangan titik data dari garis Regresi Linier

atau untuk mengetahui konsentrasi data di sekitar garis Regresi Linier [25]. RMSE merupakan akar kuadrat dari
MSE [26]. Rumus dari RMSE sebagai berikut :

RMSE= /%2 (yi-vi)’ (4)

Koefisien determinasi (R?) merupakan proporsi atau persentase dari total variasi Y yang dijelaskan oleh garis
regresi [27]. Koefisien determinasi adalah kuadrat koefisien korelasi. Koefisien determinasi ini digunakan untuk
mengetahui presentase pengaruh yang terjadi dari variabel bebas terhadap variabel terikat. Dalam konteks Regresi
Linier, R-squared dihitung dengan rumus sebagai berikut:

R2=1- 2 )
2(yi-y)

Model yang telah dievaluasi kemudian divisualisasikan. Visualisasi data menampilkan grafis dari informasi
dan data [28]. Data visualization menggunakan elemen visual berupa bagan, grafik, dan peta [29]. Visualisasi data
memungkinkan penyajian informasi dalam bentuk yang lebih mudah diakses untuk memahami pola dalam suatu
dataset. Proses ini mengubah kumpulan data yang kompleks menjadi representasi yang lebih sederhana dan intuitif.

I1l. HASIL DAN PEMBAHASAN

Hasil dari seleksi fitur menggunakan MI terhadap nilai Adj Close harga saham ditunjukkan pada Gambar 3.
Dari hasil tersebut, fitur Low dan High merupakan atribut yang memiliki skor tertinggi, yaitu 2,5 menunjukkan
bahwa kedua fitur ini memiliki korelasi paling tinggi terhadap nilai Adj Close. Fitur Open memiliki skor yang
lebih rendah dibandingkan Low dan High, tetapi masih signifikan pada angka 2.0. Volume memiliki skor terendah
di antara keempat fitur, berada di bawah angka 0.5. Hal ini menunjukkan bahwa nilai fitur Volume memiliki
korelasi yang paling rendah dengan variabel target dan memberikan informasi yang paling sedikit dibandingkan
dengan fitur lainnya.

Mutual Information Scores
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Gambar 3. Hasil Mutual Information Scores

Tabel 2 menunjukkan hasil evaluasi antara Linear Regression dan Polynomial Regression. Dari masing-masing
evaluasi, model Linear Regression memiliki nilai RMSE yang sama dengan Polynomial Regression dengan
degree=1, tetapi MSE untuk polynomial memiliki nilai yang lebih kecil dan R? yang lebih besar dibandingkan
dengan Linear Regression. Jika pada model polynomial, semakin tinggi nilai degree semakin baik nilai
evaluasinya, dengan degree=3 memiliki hasil evaluasi yang paling baik. Namun, ketika model menggunakan
degree=4 hasil evaluasi jauh memburuk secara signifikan. Hal ini dapat menunjukkan degree=3 merupakan nilai
yang paling optimal dalam menangkap pola pada data, sedangkan degree yang tinggi seperti degree=4
menunjukkan model menjadi terlalu kompleks terlalu menyesuaikan diri pada data sehingga dapat menyebabkan
overfitting dan kehilangan kemampuan untuk melakukan generalisasi pada data baru

Tabel 2. Hasil Evaluasi Linear Regression dan Polynomial Regression

Metode Degree RMSE MSE R2
Linear Regression 13.8128417787 190.794598003304 0.9819065719
1 13.8128417787 190.7945980021 0.9819068836
Polynomial 2 12.5991735065 158.7391730473 0.9849467104
Regression 3 11.3923259465 129.7850904722 0.9876924359
4 38.6151342136 1491.1285903378 0.8585957700

Hasil prediksi beserta nilai aktual divisualisasikan pada Gambar 4. Gambar 4a adalah visualisasi model Linear
Regression dan Gambar 4b adalah visualisasi untuk Polynomial Regression. Dari visualisasi tersebut
menunjukkan bahwa Polynomial Regression lebih baik dalam menangkap pola terlihat dari lengkungan, terutama
untuk pola non-linear. Selain itu, Polynomial Regression lebih mampu dalam menyesuaikan diri dengan fluktuasi
data yang kompleks.

Actual vs Predicted (Linear Regression) Actual vs Predicted (Polynomial Regression)
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Gambar 4. (a) Evaluasi Linear Regression Tanpa Regularisasi, (b) Evaluasi Polynomial Regression Tanpa Regularisasi

Tabel 3 menunjukkan nilai evaluasi model Linear Regression, Polynomial Regression, beserta kedua model
yang mengimplementasikan regularization L1 (LASSO) dan L2 (Ridge). Terlihat pada nilai perbandingan evaluasi
prediksi Linear Regression dengan Polynomial Regression, nilai pada Polynomial Regression mendapatkan nilai
MSE dan RMSE yang lebih rendah serta nilai R? yang lebih tinggi daripada metode Linear Regression
menandakan metode Polynomial Regression memberikan performa yang lebih baik dengan akumulasi persentase
sebesar 50.9%. Kemudian dengan menambahkan fungsi L1 (LASSO) metode Polynomial Regression mendapat
nilai akumulasi persentase sebesar 26.98% lebih baik daripada model Linear Regression. Dengan L2 (Ridge) nilai
metode Polynomial Regression mendapatkan nilai akumulasi persentase sebesar 55.93% yang lebih baik daripada
model Linear Regression.

Tabel 3. Hasil Evaluasi Model beserta Regularisasi

Linear Regression ~ Polynomial Regression  Jumlah Selisih Nilai ~ Persentase Selisih

Submission ID trn:oid:::1:3171527209

MSE 190.7945980033 129.7850904722 61.0095075311 31.98%
RMSE 13.8128417787 11.3923259465 2.4205158322 17.52%
R? 0.9819065719 0.9876924359 0.0057858639 0.59%
L1 LASSO:
MSE 190.7946531146 157.4188177753 33.3758353393 17.49%
RMSE 13.8128437736 12.5466656039 1.2661781698 9.17%
R? 0.9819068836 0.9850719201 0.0031650366 0.32%
L2 Ridge:
MSE 190.7945980033 122.9618536501 67.8327443532 35.55%
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RMSE 13.8128417787 11.0888166028 2.7240251759 19.72%
R? 0.9819068836 0.9883394857 0.0064326022 0.66%

Jika dibandingkan berdasarkan regularisasi, Ridge memberikan hasil evaluasi yang sama pada MSE dan RMSE,
serta menghasilkan R? yang lebih baik meskipun tidak secara signifikan. Hal ini menunjukkan bahwa penambahan
regularisasi Ridge tidak memberikan dampak yang signifikan pada model. Linear Regression dengan penambahan
LASSO menurunkan performansi pada RMSE dan MSE dalam jumlah yang tidak terlalu signifikan, tetapi R?
menghasilkan nilai yang lebih baik dengan jumlah yang tidak terlalu signifikan. Adapun pada Polynomial
Regression, LASSO tidak meningkatkan performansi dari model. Berbeda dengan Ridge yang meningkankan
performansi model. Hal ini dapat terjadi karena berdasarkan konsep kerja dari LASSO yang menyusutkan
koefisien mendekati nol dan dapat menjadi fitur selection, menyebabkan model kehilangan informasi penting dan
relevan bagi model.

Actual Adj Close Predicted Adj Close L1 Predicted Adj Close L2 Predicted Adj Close Actual Adj Close Predicted Adj Close L1 Predicted Adj Close L2 Predicted Adj Close

[} 7350 734169663 734 174609 734169646 0 7350 734682139 737550466 738 396472

1 7300 729254630 729 259512 729254614 1 7300 729.924905 732387374 733.161007

2 730.0 728725382 728.727127 728725359 2 7300 728999116 731.782943 729.283656

3 735.0 733.641204 733.643044 733641181 3 7350 733.887461 737176032 734515080

4 7400 736.359820 736.363128 736.359800 4 7400 735806444 738836890 738 266002
1229 3420 341331748 341.328381 341331732 1229 3420 345.007030 330.151996 341.761806
1230 326.0 338.605854 338.602737 338.695842 1230 3260 339919157 335692116 335.042965
1231 3220 336.016513 336.012000 336.016504 1231 3220 341542208 336220043 339089352
1232 3420 336279831 336 279625 336.279849 1232 3420 339397635 335992846 335383741
1233 3380 327 566191 327.567211 327.566234 1233 3380 331.774832 329586357 327 373945

@ (b)

Gambar 5. (a) Prediksi Metode Linear Regression, (b) Prediksi Polynomial Regression

Pada Gambar 5a di atas merupakan sebagian kecil nilai hasil prediksi Adj Close dari metode Linear Regression.
Model memberikan hasil mendekati hasil aktual pada baris data akhir (1229-1233), terutama pada fungsi dari
Predicted Adj Close dan L2 (Ridge). Pada Gambar 5b di atas merupakan sebagian kecil nilai hasil prediksi Adj
Close dari metode Polynomial Regression. Model memberikan hasil prediksi mendekati data aktual pada baris
data awal (0-4), terutama pada fungsi dari Predicted Adj Close dan L2 (Ridge).

Actual vs. Predicted Adj Close Over Year (Linear Regression) Actual vs. Predicted Ad) Close Over Year (Polynomial Regressicn)
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Gambar 6.Visualisasi Metode (a) Linear Regression, (b) Polynomial Regression

Pada Gambar 6a dan 6b menampilkan hasil visualisasi prediksi model untuk harga penutupan yang disesuaikan
(Adj Close) dari waktu ke waktu. Model Linear Regression menunjukkan prediksi yang mendekati nilai aktual.
Garis-garis prediksi hampir selalu berdekatan dengan garis nilai aktual, menunjukkan bahwa model ini mampu
menangkap pola harga dengan cukup baik. Kemudian menggunakan Regularisasi L1 (LASSO) dan L2 (Ridge)
memberikan hasil yang sangat mirip dengan prediksi Linear Regression standar, menunjukkan bahwa
penambahan regularisasi tidak banyak mengubah hasil prediksi. Model Polynomial Regression cukup responsif
terhadap lonjakan dan penurunan yang drastis pada data aktual, terutama di sekitar tahun 2022. Hal ini
menunjukkan bahwa model Polynomial Regression yang digunakan mampu mengadaptasi perubahan drastis
dalam tren harga. Selama periode stabil, prediksi model mengikuti pola data aktual dengan cukup baik, meskipun
mungkin ada sedikit perbedaan pada beberapa titik.
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IV. KESIMPULAN DAN DAFTAR PUSTAKA

Dari hasil analisis, fitur Low dan High memiliki korelasi paling tinggi terhadap nilai Adj Close, sedangkan
Volume memiliki korelasi terendah. Model Polynomial Regression dengan degree=3 terbukti memberikan
performa terbaik, mampu menangkap pola data yang kompleks tanpa overfitting, yang mulai muncul pada
degree=4. Dibandingkan Linear Regression, Polynomial Regression menghasilkan nilai MSE dan RMSE yang
lebih rendah, serta R lebih tinggi, terutama dengan tambahan regularisasi Ridge yang meningkatkan performa
yaitu mencapai MSE (122.9618), RMSE (11.0888), R2 (0.9883). Sementara itu, regularisasi LASSO tidak
memberikan pengaruh signifikan pada model polynomial dan cenderung mengurangi efektivitas dengan
menyusutkan koefisien fitur penting.
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