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Abstract 
Opinions on social media can be used to determine user sentiment by using sentiment 

analysis concept. Sentiment analysis requires several important stages, namely, preprocessing, 

feature extraction and classification method stages. The preprocessing stage was carried out to 
eliminate inconsistent data. In previous research, punctuation marks removal was applied at the 

preprocessing stage which can eliminate the emoticon position. Emoticons are a combination of 

punctuation marks. According to previous research, the emoticon feature has no contribution in 

sentiment analysis. There is another suggestion to maintain an emoticon position like 
converting an emoticon into a more relevant word such as :) into a “smile”. However, the 

feature of emoticon weights has not been considered in the sentiment analysis process. In order 

to consider the role of emoticons and to improve sentiment analysis performance, we propose 
using a combination of machine learning and emoticon weights. We perform emoticon weight 

based on probability and sentiment score. Each probability value and sentiment score of the 

emoticon will be normalized using the z-score method. There are several machine learning 

methods that have the best classification success rates, namely, Naïve Bayes and SVM. Based 
on the evaluation results of the proposed model, the best accuracy is 87% - 89% when using the 

combination of machine learning and emoticon sentiment score. Based on the results also show 

that the emoticon sentiment score has a significant effect on the accuracy of sentiment analysis. 
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INTRODUCTION 

 

The number of digital industries in 

Indonesia has increased significantly, especially 

in the financial sector. Digital wallets are an 

example of technology from the financial sector 

that can facilitate the process of non-cash 

transactions online [1]. It offers easy accessibility 

and can be used from mobile devices or 

smartphones. According to [2], there are more 

than 40 electronic money operators in Indonesia. 

According to [3], there are three popular digital 

wallets in Indonesia, which are GOPAY, OVO 

and DANA. The order of the popular applications 

is based on the number of active users. Each 

digital wallet service provider will use various 

media such as social media for marketing, 

interaction, socialization and expressing their 

opinions in textual and non-textual forms such as 

emoticons. All opinions can be collected and used 

to determine a user’s sentiment using sentiment 

analysis technology.  

Sentiment analysis is an application of 

Natural Language Processing (NLP) that focuses 

on identifying the author’s expression of an 

object [4]. Sentiment analysis can also be called 

opinion mining, which is a field of study that 
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analyzes people’s opinions, sentiments, 

evaluations, assessments, attitudes, and emotions 

for entities such as products, services, 

organizations, individuals, problems, events, topics, 

and other attributes [5].  

There are several important processes in 

sentiment analysis such as preprocessing, feature 

extraction, and classification methods. The first 

important stage is preprocessing that focuses on 

eliminating inconsistent data. This stage aims to 

produce the best accuracy in classification. There 

are several processes on the preprocessing stage 

such as removal of some meaningless parts, case 

folding, tokenization, stopwords removal, and 

stemming based on [6, 7, 8].  

Generally, punctuation marks will be 

removed which can eliminate the position of 

emoticons. Punctuation and emoticons are 

considered meaningless and have no contribution 

to sentiment analysis. According to [9], the 

emoticon has meaning to express emotions in 

sentences. There is a proposed model for 

maintaining the role of emoticons, namely 

convert emoticon carried out by [10, 11, 12]. 

Convert emoticon is a method of turning 

emoticons into more relevant words and have 

sentimental meanings such as :) become “smile” 

word.  

Based on the methods applied in previous 

studies, the feature of emoticon weights has not 

been considered. Thus, this paper proposes using 

emoticon weights to improve sentiment analysis 

performance,  

especially against the opinions of users of 

Indonesia’s digital wallet services. Two methods 

of emoticons weights will be implemented, 

namely probability and sentiment score. The 

probability emoticon is calculated based on the 

number of emoticon occurrences in data. While 

the sentiment score of emoticons is obtained 

based on a calculation of the probability emoticon 

in the positive and negative classes. Once both 

values are obtained, the next stage is 

normalization with a z-score method. A z-score 

method is implemented to support improved 

accuracy in classification. 

Another important stage in sentiment 

analysis is the extraction feature. Frequency-

Inversion Frequency Term (TFIDF) is a method 

of extraction feature that can provide value for 

each word in a document [13]. Motivation to use 

Naïve Bayes and SVM methods because it has 

the best performance and fast in classifying 

sentiment. As can be seen from previous research 

conducted by [7], the accuracy obtained is 

96.46% for Naïve Bayes and 94.16% for SVM. 

The main contribution in this research, the 

classification process will propose by combining 

machine learning results and weight emoticons. 

The emoticon feature also plays more function to 

support text sentiment. This combination process 

aims to produce an efficient and performance-

enhancing prediction class. Z-score was also 

implemented to normalize emoticon weights.  

 

RESEARCH METHODS 

 

In this paper, we use sentiment analysis 

with some improvement in preprocessing and 

classification process as indicated in Figure 1. 

This study methodology, there are four phases 

to perform the sentiment analysis with data 

collection, preprocessing and labelling phase, 

classification phase and testing phase. 

1. Data Collection 

Based on Fig. 1, the first stage to 

performance sentiment analysis is data 
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collection. The source of the data is 

obtained by web scraping from Twitter. 

The scraping process is based on the 

keyword Twitter object of Indonesia's 

digital wallet. Once the data is 

successfully collected, the data is then 

reselected specifically containing 

emoticons only. The purpose of data 

selection is to see the effect of emoticon 

roles clearly. 

2. Preprocessing and Labelling 

a. Preprocessing 

According to [14], preprocessing is 

usually applied at the time of collecting text 

before carrying out further text mining 

processes. Preprocessing is important to 

change unstructured data by reducing the 

number of dirty data. In this paper, the 

process of convert emoticons remained 

implemented. The function of convert 

emoticons is to represent the presence of 

emoticons and supports the process of 

calculating emoticon weights. 
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Figure 1. Research methodology of sentiment analysis using combination classification method 

Table 1. Sample of Emoticon List 

Character Emoticon Name Label 

:-s  emoticonAnnoyed  negative  

xo  emoticonShock  negative  

:((  emoticonSad  positive  
:))  emoticonSmile  positive  

:D  emoticonLaugh  positive 
 

Table 1 shows a list of emoticons that 

were used according to [15], emoticons 

collected are Unicode characters that 

are often used on Twitter. The lexicon 

was used as the initial label of 

emoticons used in this study. Other 
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emoticons are used according to [16], 

where emoticons are derived from 

ASCII characters. The labels in this 

study are defined as -5 to 5. A minus 

value indicates a negative label and 

another label indicates a positive label. 

The following is a list of preprocessing 

processes used, namely cleansing, case 

folding, tokenization, filter slang 

words, stopword removal, filter token, 

stemming, separating emoticon and 

text. This paper used stopword removal 

and stemming dictionaries based on 

research conducted by [17, 18]. 

b. Labelling 

After the data is cleaned, then labeling is 

the next process as the initial classification. 

Determination of sentiment is using a 

dictionary-based approach based on 

research from [19]. This approach works 

by calculating the score of each word. In 

this paper, the dictionary used to determine 

the class of the word is SentiStrength for 

Bahasa Indonesia and emoticon dictionary 

according to [15, 16]. 

c. Calculate probability and assign 

sentiment score of emoticon with 

normalization 

Calculate score for emoticon is the next 

step after get data label. In this paper, 

we proposed considering the number of 

occurrences of emoticon in the data. The 

calculation were used according to [15]. 

- Calculate probability emoticon 

Emoticon probability is calculated based on 

the number of emoticons occurrences in 

each positive and negative class ( ). 

Equation 1 defined how to calculate the 

probability of an emoticon. 

- Calculate sentiment score of emoticon 

Sentiment scores are obtained by 

subtracting positive probability 

 and negative probability 

. Equation 2 is defined how 

to calculate the sentiment score of 

emoticons. 

 

 

 

 

(1) 

 (2) 

 
(3) 

 (4) 

 
(5) 

d. Normalization z-score The next stage is normalization for 

both values, namely probability and 
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sentiment score emoticons with z-score 

method. According to [20], z-score 

normalization is a method to change 

the value of an attribute in the range 0 

to 1. The normalization process is 

carried out based on mean and standard 

deviations. Equation 3 is defined how 

to perform normalization z-score. 

3. Classification 

a. Text Classification using Machine 

Learning 

Machine learning has good performance 

and effectiveness in classifying data, 

namely Naive Bayes and SVM. The 

purpose of using both methods is to 

determine which performs better with 

accuracy parameters. To support the 

classification process, TF-IDF was 

used to calculate the weight of each 

word. Classification process requires data 

training and testing, then cross validation 

method used with k-fold is 10. 

 

- Naïve Bayes 

The classification process of the Naïve 

Bayes algorithm is carried out with 

Equation (4). This equation is to 

determine the probability of data 

testing in each class. Where the value 

of  is a category opportunity from 

data training. While the value of 

is the probability of a word in 

the positive or negative category. 

The following is Equation (5) to obtain 

the probability of category. The 

process is to divide the number of 

words in a category ( ) by the 

number of all words used in the 

training data ( ). 

The following as Equation (6) to obtain the 

probability of a word in each category. 

Process stages by summing the occurrence 

of test words from each category 

( ). Then the result is 

divided by the sum of the entire occurrence 

of the word from each category 

added the total 

number of words ( ). 

 
(6) 

 
(7) 
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Figure 2. SVM model to find the suitable hyperplane 

 

- SVM 

SVM is classification technique works 

with the hyperplane by finding the 

largest margin. Margin is the distance 

between the closest data of each class 

to a hyperplane. Figure 2 represent how 

the suitable hyperplane. 

b. Combination Classification of Text and 

Emoticon 

To determine the role of emoticons and 

improve classification performance, the 

weight of the emoticon will be 

combined with the results of the text 

classification. The emoticon weight 

will be calculated based on the 

probability and sentiment score in each 

tweet. 

- Calculate emoticon weight based on 

polarity 

Calculate the weight of an emoticon by 

adding the emoticon probability value 

of each icon that appears on a tweet. 

Equation (7) is defined how to 

calculate the emoticon weight based on 

polarity. 

- Calculate emoticon weight based on 

sentiment score  

Calculate the weight of an emoticon by 

adding each sentiment score of the 

emoticon from each icon that appears 

on a tweet. The calculation process is 

based on each class. Especially 

weighting with sentiment score, will 

also be used sigmoid function method. 

In this paper, we use the sigmoid 

function to change the amount of data 

with a range of 0 to 1. The sigmoid 

function also plays a role in supporting 

the process of combining values from 

machine learning results that derive 

grades from both classes. Equation (8) 

and Equation (9) are defined how to 

calculate the emoticon weight based on 

sentiment score. 

 
(8) 

 
(9) 
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 (10) 

 

- Combination text and emoticon 

After the weight of emoticons in each 

class is obtained, then continued with 

the process of a combination of 

sentiment score of text and emoticons. 

The α value used in this paper was 0.5. 

Equation (10) is defined how to 

calculate combination text and 

emoticon for classification. 

- Determination prediction class 

After the result of the combination of 

scores obtained from Equation (10), 

the determination of classification with 

the following conditions: 

• Data is predicted as a positive class, 

if the combination of positive scores 

is greater than or equal to the 

combination of negative scores.  

• Data is predicted as a negative class, 

if the combination of positive score is 

less than negative score combination. 

4. Experiment Design 

Sentiment classification performance results 

will be evaluated using the confusion 

matrix method. The experimental design 

that will be carried out in this paper from  

the proposed model are as follows: 

- Evaluates the classification results of a 

combination of machine learning 

results and emoticon probability. 

- Evaluates the classification results of a 

combination of machine learning 

results and emoticon sentiment scores. 

The parameters used to evaluate 

classification performance are 

accuracy, precision, and recall. The 

classification results will be mapped 

into a confusion matrix table.  

 

RESULTS AND DISCUSSIONS 

 

The following are the design and 

analysis results of the models used to achieve 

the goal of improving classification 

performance. 

 

1. Data Collection 

- Scraping and Preprocessing Result 

The data source was collected from 

Twitter with Indonesian digital wallet 

objects namely GOPAY, OVO, and 

DANA. Table 2 represent total data 

collection. 

  

 

 

Table 2. Total Data Collection 

Objects of digital wallet in 

Indonesia  

Total Overall Data  Total Data Containing 

Emoticon   

@gopayindonesia  31.570  4.793  
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@ovo_id  90.586  9.025  

@datawallet  38.575  8.457  

 

Table 3. Total Data with Labelling Using Dictionary-Based Approach 

Objects of digital wallet in 

Indonesia  

Total Positive  Total Negative   

@gopayindonesia  3.502  1.291  

@ovo_id  6.198  2.827  
@datawallet  7.036  1.421  

 

Data retrieval using scrape techniques 

by utilizing snscrape library 

applications in python. The data 

retrieval period is January 2020 to 

December 2020. Table 2 shows that 

the overall scraping of data from 

GOPAY account is 31.570 records, 

OVO account is 90.587 records and 

DANA account is 38.575 records. 

Once the data is collected, the next 

process is preprocessing. The 

collected data will be reselected only 

containing emoticons and text. Based 

on the result, total data containing 

emoticon and from GOPAY account 

has 4.793 records, OVO account has 

9.025 records and DANA account has 

8.457 records 

- Labelling Result 

All data has been obtained and cleaned, 

then continued with labeling using a 

dictionary-based approach. Table 3 

shows the number of data that has 

positive and negative labels from each  

 

Twitter account. 

The dictionary-based approach 

performs by calculating the score of 

positive words and negative words 

contained in sentences. Data are 

labeled as positive sentiment if the 

score is more than 0. Data are labeled 

as negative sentiment if the score is 

less than 0. Table 3 shows that 

GOPAY account has 3.502 records for 

positive tweet and 1.291 records for 

negative tweet. OVO account has 

6.198 records for positive tweet and 

2.827 records for negative tweet. 

DANA account has 7.036 records for 

positive tweet and 1.421 records for 

negative tweet. 

2. Performance Result 

In order to support the classification 

process with a machine learning approach, 

10-fold cross-validation was used to divide 

training and testing data. Table 4 shows 

that the proposed model produces the best 

accuracy. 

 

Table 4. Performance Evaluation Result Using Confusion Matrix 

Dataset Machine 

Learning 

Emoticon 

Treatment 

Accuracy Precision Recall 

GOPAY Naïve Sentiment 89,82%  91,71%  94,43%  
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Bayes  Score  

Probability  88,21%  94,16%  89,20%  

SVM  Sentiment 
Score  

89,09%  92,75%  92,07%  

Probability  88,19%  94,39%  88,92%  

OVO Naïve 
Bayes  

Sentiment 
Score  

90,99%  93,33%  93,52%  

Probability  89,30%  94,27%  89,80%  

SVM  Sentiment 
Score  

90,23%  94,64%  90,71%  

Probability  89,24%  94,30%  89,66%  

DANA Naïve 

Bayes  

Sentiment 

Score  

93,07%  93,83%  97,91%  

Probability  84,41%  84,41%  99,61%  

SVM  Sentiment 

Score  

93,32%  95,46%  96,32%  

Probability  93,58%  96,53%  95,55%  

 

Accuracy 

Accuracy is the percentage of test data 

correctly classified by the classifier. In 

Table 4, GOPAY datasets show that the 

best accuracy when using Naïve Bayes 

and weighting sentiment score emoticons 

is 89,82%.  OVO datasets show that the 

best accuracy when using Naïve Bayes 

and weighting sentiment score emoticons 

is 90,99%. DANA datasets show that the 

best accuracy when using SVM and 

weighting emoticon with probability is 

93,58%. A combination score using 

emoticon sentiment score obtained the best 

accuracy in two datasets. This shows that 

the sentiment score of emoticons has the 

best effect in increasing accuracy. 

Precision 

Precision is a parameter that measures the 

proper proximity of a sentence In Table 4, 

GOPAY datasets show that the best 

precision when using SVM and weighting 

emoticon with probability is 94,39%.  

OVO datasets show that the best precision 

when using SVM and weighting sentiment 

score emoticons is 94,64%. DANA 

datasets show that the best precision when 

using SVM and weighting sentiment score 

emoticons is 95,46%. Based on the result 

shows that the sentiment score of 

emoticons has the best effect in increasing 

precision. 

Recall 

Recall is the correct number of sentences 

predicted in a document. In Table 4, 

GOPAY datasets show that the best recall 

when using Naïve Bayes and weighting 

sentiment score emoticons is 94,43%.  

OVO datasets show that the best recall 

when using Naïve Bayes and weighting 

sentiment score emoticons is 93,52%. 

DANA datasets show that the best recall 

when using Naïve Bayes and weighting 

emoticon with probability is 99,61%. 

Based on the result shows that the 
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sentiment score of emoticons has the best 

effect in increasing recall. 

3. Performance Result Comparasion with 

Previous Research 

Table 5 shows a comparison of 

classification performance results between 

the proposed model and previous research. 

Table 5 shows that research conducted by 

[11], with proposed models with convert 

emoticons and SVM produced accuracy of 

85%. Research conducted by [21] with 

proposed of three preprocessing models 

and the combination of scores produced 

accuracy of 83%. Research conducted by 

[22], with the proposed polarity of 

emoticons and Naïve Bayes method 

produced accuracy of 81%. However, this 

study proposed a different model that is a 

combination of scores of probability or 

sentiment score emoticons that have been 

normalized with z-score method. The 

combination of two types of features, 

textual and emoticons, has the potential to 

support performance improvement. 

Emoticons represent faces in the text that 

play an important role in changing and 

improving sentiment. Weighting 

emoticons are used from the number of 

emoticons occurrences on tweets. The 

more emoticons occur, the more 

significant the emoticon weight will be 

and support sentiment determination. 

Based on accuracy results obtained is 87% 

- 79%, shows that the application of the 

proposed model in this study supports 

improved classification performance. The 

accuracy in this study also perform better 

compared to the other methods 

implemented in previous study. 

 

Table 5. Comparison Result with Previous Research 

Author Emoticon 

Treatment 

Machine 

Learning 

Accuracy 

Windasari, Uzzi, & Satoto, 
2017 [11] 

Convert 
cmoticon 

SVM 85% 

Wegrzyn-Wolska, 

Bougueroua, Yu, & Zhong, 
2016 [21] 

EmoDeletion, 

Emo2label, 
Emo2expla-

nation 

Naïve Bayes 

and  
combination 

score using  

Emoticon-
Wight Lexicon 

Model 

80% - 83% 

Pal, Pawar, Zambare, & 

Hole, 2019 [22] 

Polarity Class 

Emoticon 

Naïve Bayes 81% 

Proposed model Emoticon 

probability and 

sentiment 
score 

Naïve Bayes, 

SVM 

87% - 89% 

CONCLUSION AND FUTURE RESEARCH 

 

This research was conducted to analyze 

the public sentiment regarding digital wallets 
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in Indonesia. In the process of sentiment 

analysis, we proposed to apply a combination 

score of machine learning and emoticon 

approach and improve the preprocessing 

model. The improvement of the preprocessing 

model offered was emoticon handling where 

emoticons became part of the features in 

sentiment analysis. The purpose of applying 

this model was to improve classification 

performance. To support the hypothesis, this 

paper evaluates performance results with a 

confusion matrix. Based on the confusion 

matrix result, the best accuracy was obtained 

at 87% - 89%. Based on the result, it can be 

concluded that emoticons had a significant 

effect and able to improve performance. In 

the future, the classification performance can 

be further improved by adding more emoticon 

dictionaries, adding more slang words for the 

Indonesian language, and using the 

classification method. 
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