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Abstract 
The demand for staple products that vary among customers makes it necessary for the store to 

determine how the marketing strategy should be. Data mining are known as KDD (Knowledge 

Discovery in Database) is to digging up valuable knowledge from the data. Research purpose is 

to identify the right marketing strategy to sales the goods. The marketing strategy is took by 
analyze how much consumers demand for basic needs. The algorithms used in this research are 

FP (Frequent Pattern)-Growth and A-priori Algorithm. Finding combinations patterns between 

item set using the Association Rule. FP-Growth algorithm is an algorithm that been used to 
determining a set of data in a data set that often appears on the frequency of the item set. the 

KDD stages study are data cleansing, data integration, data selection, data transformation, data 

mining, pattern evaluation and knowledge presentation. the Testing used RapidMiner software 
with a minimum confidence value of 0.6 and a minimum support of 0.45. FP-Growth algorithm 

obtained 5 rule conclusions while Apriori Algorithm obtained 3 rule conclusions. The FP-Growth 

algorithm make a better decision rules than a priori algorithms in determining of marketing 

strategies, because it produces more decisions on how the goods sold. 
 

Keywords: Apriori Algorithm, Association Rule, Data Mining, FP-Growth Algorithm, Marketing 

Strategy 
 
This paper is a revised and expanded version of a paper entitled Marketing Strategy for The Determination of Staple 

Consumer Products using FP-Growth and Apriori algorithm presented at UG Economic Faculty International 

Conference October 31st , 2019, Bekasi, West Java, Indonesia. 

 

INTRODUCTION 

Mining data or attempts to dig up 

useful information and knowledge in very 

large databases is called data mining or 

KDD (Tampubolon, 2013). The growing 

experience of using data mining techniques. 

Data Mining is a methodology used in the 

effective and efficient discovery of 

existing knowledge in a large-scale data set 

(Ependi, 2019). Excavating the information 

algorithm is achieved in the hope that it can 

aid both majerially and in business 

processes in the decision-making process 

(Ependi, 2019). Data mining is carried out 

in different areas, including business or commerce, 

education and telecommunications (Tampubolon, 

2013). Recommendations for product promotion are 

an application model of observation results on 

customers' circumstances and desires to buy a 

product. Recommendations for brand 

marketing use consumer feedback on an 

item to help consumers choose goods 

(Triyanto, 2014). This study makes use of 

a comparison between the algorithm FP-

Growth and the algorithm Apriori. In 

implementations, the algorithm is used to 

determine the trend of consumer purchases 

of basic needs goods in order to be used to 

assess the next marketing strategy. We 

must obtain information from the two 

algorithms from the resulting pattern and 

the best marketing approach can be seen. 

The purpose of this study is to 

analyze and define market strategies as 
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steps taken by stores to meet basic market 

needs. The marketing strategy is performed 

to assess which staple products are most in 

consumer demand. Stores will only sell 

goods that customers are searching for and 

need.  

Throughout his research Fajrin (2018) 

used the FP-Growth Algorithm to help 

companies understand product buying 

patterns and sales of spare parts. In science, 

data mining is used to obtain information 

that is used as a tool for enhancing business 

activities. In 2014, Triyanto stated that 

association rule mining can provide decision 

support among goods that customers jointly 

purchase. Using the FP-Growth Algorithm 

for the association method, the study was 

able to help determine the appropriate 

recommendations for brand promotion by 

generating 3 decision rules. 

Ependi (2019) projected inventory 

of goods with a research in 2019 by 

processing sales data using the Data 

Mining method with Apriori algorithm 

based on the consumer purchase process 

based on the relationship between the 

purchased products. Tampubolon (2013) 

explains that applying a priori algorithms 

to data mining techniques is highly 

efficient and can speed up the process of 

combining patterns of itemset combinations 

resulting from the selling of medical 

devices at Pharmacy Kelambir 2 Medan.  

Shalaby (2015), in retail sales, is using the 

Apriori Algorithm and the FP-Growth 

Algorithm. Brand building is one of the 

most effective marketing strategies used to 

create inventory by establishing credibility 

or communication at discounted prices 

between unsolicited and requested goods. 

The way it was built using the lowest price 

by implementing a recommendation system 

and increasing customer trust by following 

the buying habits. Research on market 

analysis of baskets using FP-Growth is 

proposed to determine the availability of 

planning of goods. To find out patterns of 

consumer spending at Berkah Mart, 

Pekanbaru, the application of the FP-

Growth algorithm can produce goods and 

informative association rules (Ilham, 2018). 

Budihartanti's (2013) research has developed 

the three highest rules that can be used to 

encourage goods for sale. According to the 

level of demand, businesses must be responsive 

to the level of sales of each product.  

 

LITERATURE REVIEW 

 

KDD (Knowledge Discovery in Database) 

KDD is defined as the extraction 

from a data set of potential, implied and 

unknown information.  

The process of knowledge discovery 

involves the results of the data mining 

process (the process of extracting data 

patterns), then the results are accurately 

translated to easily understood information. 

KDD itself is defined as a non-trivial 

process for finding and identifying patterns 

in data where found patterns are legal, 

new, useful and understandable (Fajrin, 

2018). 

The data mining stages are: (Ependi, 

2019)  (a) Data Cleaning to eliminate noise 

and data that are inconsistent, (b) Data 

integration, the combination of data sources 

process, (c) Data Selection, the process of 

analyzing relevant data. (d) Data Trans-

formation, the method of data trans-

formation and consolidation into a form 

appropriate for the development of 

description or integration of mining. (e) 

Data Mining, the initial phase through 

which methods of analysis are used to 

extract patterns of data. (f) Pattern Analysis, 

the method of finding interesting patterns 

that are based on a certain size as a basis of 

knowledge, (g) Presentation of knowledge, 

process of visualization techniques and 

presentation of knowledge used to display 

knowledge to users.
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Figure 1. Stages of the KDD Process in Data Mining 

Source: Ependi, 2019 

 

Data Mining 

One of the problems with the approval of 

Data Mining is that the determinants of Data 

Mining inherit most characteristics and 

techniques from already developed 

fields.  

Starting from a number of scientific 

disciplines, Data Mining encourages the 

refinement of traditional techniques in 

order to improve them : (Fajrin, 2018): (a) 

Very large data volume , (b) High data 

volume (c) Heterogeneous data and 

various properties KDD is defined as the 

extraction from a data set of potential, 

implied and unknown knowledge. Knowlegde 

Process Discovery in Database involves 

the results of the data mining process (the 

process of extracting the trend of a data pattern), 

then accurately converting the results into easily 

understood information (Tampubolon, 2013). 

 

Association Rule 

Association Rule or ARM (Association 

Rule Mining) is a one-subprocess technique 

or system used to process data. First, a 

range of strategies is called a step to find 

frequent items, and second is to determine 

the association's mining rules. The 

principle of using items, which can then 

become a positive association rule or negative 

association rule, can be extracted during this 

sub-method. The basic method can be done 

in two stages in the process of association 

analysis (Ependi, 2019): (a) High frequency 

pattern review: Use the formula to find the 

value of your minimum requirements from 

the value of the item set support, (b) 

Establishment of Associative Rules: After 

all patterns with high frequency are found, 

calculate the Confidence value, Then to 

find two or more itemsset: 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑊) =  
∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑊

∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑜𝑐𝑐𝑢𝑟𝑒𝑑
        (1) 

 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝑊, 𝑋) =
∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑊 𝑎𝑛𝑑 𝑋

∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑡ℎ𝑎𝑡 ℎ𝑎𝑣𝑒 𝑜𝑐𝑐𝑢𝑟𝑒𝑑
     (2) 

 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝑊 > 𝑋) =
∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑊 𝑎𝑛𝑑 𝑋

∑ 𝑇𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑊
     (3) 

 

Market basket analysis (Association 

Rule Mining) is a method of data mining 

that focuses on finding patterns of purchase 

by extracting associations or events from 
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transactional data from a store. In addition, 

market basket analysis is a good way to support 

the retail market by offering objective decision 

support through the interaction between items 

purchased together by the mining association.  

Discovering this partnership can help 

traders build selling strategies by understanding 

products that buyers also purchase together, 

which is very useful because it can enable 

product recommendations and product 

promotions to make marketing strategies 

more suitable. Determining inaccurate 

patterns of purchasing goods can lead to 

non-target product recommendations and 

product promotion policies (Triyanto, 2014). 

 

Algoritma FP-Growth (Fajrin, 2018) 

FP-Growth (Frequent Pattern Growth) is an 

alternative algorithm that can be used to evaluate 

the data set that occurs most often in a data 

set. The FP-Growth algorithm is an Apriori 

algorithm development. The FP-Growth 

algorithm corrects the deficiencies of the 

Apriori algorithm. FP-Growth algorithm is the 

development of a priori method which is one 

of the alternatives for determining the data set 

that most frequently appears in a data set by 

generating a data tree structure or called the 

Frequent Pattern Tree (FP-Tree) (Fajrin, 2018). 

The concept of tree development is 

used by FP-Growth to search for frequent 

itemsets. That's what makes the algorithm 

of FP-Growth faster than the algorithm of 

Apriori. The FP-Growth algorithm's 

feature is that the data structure used is a 

tree called the FP-Tree. The FP-Growth 

algorithm can extract frequent item set 

directly from FP-Tree by using FP-Tree. 

FP-Tree is a system of compact 

data storage. FP-Tree is constructed by 

mapping each transaction data into each 

particular FP-Tree path so transactions that 

have the same element that occur in each 

mapped transaction, allowing the path to 

overwrite each other. The more transaction 

data with the same item, the more efficient 

is the process of compression with the FP-

Tree data structure.    

A data tree structure (FP-Tree) will 

be used to extract frequent item sets using 

the FP-Growth algorithm. The process of 

FP-Growth can be divided into three main 

stages: (a) The conditional pattern base 

generation process: Conditional Order 

Base is a sub database with a path of 

prefixes and an order of suffixes. A 

conditional sequence base is developed via 

previously constructed FP-Trees. (b) Step of 

conditional generation of FP-Tree: At this 

stage, the support count of each item on 

each conditional pattern base will be 

summed up, then each item with a 

conditional FP-Tree that has a number of 

support counts higher than the minimum 

support count. (c) The frequent search phase 

for items: If the Conditional FP-Tree is a 

single path, by combining items for each 

conditional FP-Tree, a frequent item set is 

obtained. If it is not a single path, then FP-

Growth will be generated recursively. 

 

Algoritma Apriori (Ependi, 2019) 

The purpose of the Apriori algorithm 

is to find the common item set run by a set 

of data. All items that have k elements, 

which is called K-item set, are included in 

the K-iteration (Budihartanti, 2013). 

The method that takes place in the 

Apriori algorithm is to evaluate the regular 

item set that will be processed by using an 

iterative or level-wise search approach to 

obtain the current association rules.  

In the Apriori algorithm, the 

mechanism is as follows: (a) The 

process by which a candidate item is 

generated set, (b) Process of data 

scanning for calculating support, (c) 

Determine rules for candidates containing 

possibilities for rules with a support value 

> minimum support, (d) Determine the 

value of the antecendent support merged 

with Table F by comparing the support rule 

value with the value generated for the 

preceding support. 

 

RESEARCH METHOD 
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Data collection approach is the 

method used in this analysis, namely: 

 

Research in the field 
Research is conducted directly to 

store basic necessities of goods in order 

to collect primary data.  

The techniques used in the processing 

of information are: (a) Observation, 

collection of information by direct observation 

and documentation of all the data required for 

study, (b) Interview, data collection by asking 

and responding directly to the parties involved 

in the field being examined. 

 

Research in Literature 

Research by conducting literature 

reviews to study research-related books. 

Use the RapidMiner software to learn 

the tools used in the algorithm application. 

The steps of the experimental method 

used in this study are as follows: (a) 

Methods of data collection, (b) Algorithms 

Application (FP-Growth and Apriori 

Algorithms), (c) Evaluation of outcomes, (d) 

Documentation of experimentation, (e) 

Comparison of the results of the algorithm.  

The flow diagram of this analysis can be 

seen in Figure 2.  

 

RESULT AND DISCUSSION 

The KDD approach is used in this 

study. The KDD levels in this analysis 

are as follows: 

 

Cleaning of data 

The data being processed is the 

sales data of the basic goods.  

Using RapidMiner software, the 

process of data cleaning or data cleaning 

sales data on basic needs items. At this 

stage, data that is problematic due to 

double data will be cleaned. The dataset 

used was 620, but data was cleaned up 

to 577 data. 

 

Integration of data 

This stage is achieved by merging 

data from different sources needed to 

form the dataset system. The data set 

used is the data selling goods of basic 

needs that are processed using the FP-

Growth  

Algorithm and Apriori Algorithm 

to extract information (data mining). 

Figure 3 shows the formation of the 

dataset for the FP-Growth Algorithm 

and Apriori Algorithm.  

 

Selection of the data 

The data collection process is done 

by choosing the attributes or fields in the 

dataset required to perform data mining. 

The attributes used in this study are the 

types of commodities that consumers 

purchase and the names of consumers 

who purchase.  

The dataset is analyzed using 

RapidMiner technology in a table format 

in Excel as shown in Figure 4. In the 

selection process, the data set used 

amounts to 577 data. 

 

Transformation of the data 

System of data conversion if data 

originates from various table sources. 

Using data from one table in one 

database for this analysis. 

 

Mining of data 

Upon acquiring a data set suitable 

for mining needs using RapidMiner, the 

data mining process is performed.  

The operator association rule 

model is made using the operator format 

used from the data in Figure 4.  

Figure 5 is the FP-Growth algorithm 

template operator rule algorithm and 

Figure 6 is the Apriori algorithm 

association principle
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Figure 2. Research phases flow 

 

 

Figure 3. Integration of data 
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Figure 4. Selection of the data 

  

 

Figure 5. Rule FP-Growth algorithm for model operator association 

Figure 6. Model operator's association rule Apriori algorithm
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The results obtained following the 

execution of the FP-Growth algorithm for the 

operator association rule are as follows. 

From the association regulation, 5 rules for the 

purchase of goods are obtained: H (Instant 

Noodle), G (Coffee), E (Sugar), F (Egg) and C 

(Flour). Figure 7 is the connectivity of the 5 

goods produced, with a value of min trust 

of 0.6 and min support of 0.45. Figure 9 is 

the conclusions of products F. 

 
Association Rules 

[E, C, D] --> [F] (confidence: 0.600) 

[E, C, B ] --> [F] (confidence: 0.600) 

[C] --> [E] (confidence: 0.601) 

[H] --> [E] (confidence: 0.603) 

[H, E] --> [F] (confidence: 0.604) 

[F, D] --> [G] (confidence: 0.604) 

[E, D] --> [H] (confidence: 0.607) 

[H, G, E] --> [C] (confidence: 0.607) 

[H, G, C] --> [F] (confidence: 0.608) 

[F, B ] --> [H] (confidence: 0.608) 

[E, C] --> [F] (confidence: 0.614) 

[G, E, D] --> [C] (confidence: 0.615) 

[F] --> [E] (confidence: 0.616) 

[G] --> [E] (confidence: 0.617) 

[E, F, C] --> [H] (confidence: 0.619) 

[G, D] --> [H] (confidence: 0.621) 

[H, F, B ] --> [G] (confidence: 0.621) 

[C] --> [G] (confidence: 0.621) 

[H, G, E] --> [F] (confidence: 0.621) 

[E] --> [H] (confidence: 0.622) 

[F, C] --> [H] (confidence: 0.622) 

[F, D] --> [E] (confidence: 0.625) 

[G, C, D] --> [H] (confidence: 0.625) 

[E, F, B ] --> [H] (confidence: 0.625) 

[G, E] --> [C] (confidence: 0.630) 

[G, C] --> [H] (confidence: 0.632) 

[H, G] --> [E] (confidence: 0.633) 

[E] --> [G] (confidence: 0.634) 

[F] --> [H] (confidence: 0.635) 

[G, B ] --> [H] (confidence: 0.636) 

[B ] --> [E] (confidence: 0.639) 

[G, E, C] --> [H] (confidence: 0.639) 

[G, E, C] --> [F] (confidence: 0.639) 

[E, C, D] --> [G] (confidence: 0.640) 

[H, F] --> [E] (confidence: 0.641) 

 

The results of the Apriori algorithm association rule operator model are as follows: 

 
Minimum support: 0.45 (58 instances) 

Minimum metric <confidence>: 0.6 

Number of cycles performed: 3 
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Generated sets of large itemsets: 

 

Size of set of large itemsets L(1): 8 

 

Size of set of large itemsets L(2): 21 

 

Size of set of large itemsets L(3): 9 

 

Best rules found: 

 1. C=false H=false 99 ==> B =true 63    conf:(0.64) 

 2. B =true G=false 115 ==> C=false 70    conf:(0.61) 

 3. B =true E=false 100 ==> C=false 60    conf:(0.6) 

 

Evaluation of patterns 

In the data mining analysis process using 

the FP-Growth algorithm with a minimum 

confidence value of 0.6 or 60 per cent and 

a minimum support value of 0.45 or 45 per 

cent, 5 patterns of goods transactions with 

a maximum frequency of up to 5 items 

were identified. A priori algorithm with a 

minimum confidence value of 0.6 and a 

minimum support value of 0.45 found 3  

patterns of consumer transactions with a 

maximum frequency of up to 3 items, all 

of which are translated into simpler forms 

so that they can be easily understood. 

The KDD comparison of the two 

algorithms used shows that the FP-Growth 

algorithm was able to provide a better 

decision rule by obtaining 5 items set for 

the type of goods that are in high 

demand. Form of implementation.  
 

 

Figure 7. Chart of the relationship between goods on the basis of the value of support and 

confidence 

conf:(0.6)
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Figure 8. Conclusions Products F 

 

of the marketing strategy implementation 

by selling 5 types of staple goods that are 

much in demand by consumers, namely H 

(Instant Noodle), G (Coffee), E (Sugar), F 

(Egg) and C (Flour). These five basic 

requirements are combined in sales in 

order to increase the value of product sales. 

For example, in Figure 9, if consumers buy 

instant noodles, sugar and flour, 

consumers will definitely buy eggs like the 

Rapid Miner rule. 

 

CONCLUSION AND SUGGESTION 

The marketing strategy for buying 

and selling is something that traders need 

to do to increase sales of their production 

quantity. Marketing strategies can be 

determined on the basis of the different 

conditions between the location of the 

market, the number of requests for certain 

products, the level of consumer demand, 

the level of consumer income or the 

number of competitors. This research 

explores how the marketing strategy that a 

grocery store will follow in order to 

determine what staples customers are in 

great demand. The research was conducted 

by comparing two algorithms, FP-Growth 

and Apriori. The algorithm is carried out 

by following the KDD stage by producing 

an association rule as the decision of each 

algorithm. 

The FP-Growth algorithm has a 

better connection law than the Apriori 

algorithm. FP-Growth Algorithm generates 5 

basic consumer decision-making rules. 

The peak frequency generated using the 

FP-Growth algorithm obtains 5 sets of 

products that can be used by stores to evaluate 

market strategies. Apriori's algorithm 

produces only 3 decisions with a maximum 

frequency of up to three item set, so it is 

less likely to be used in the cooking 

strategy. Then the FP-Growth algorithm 

was able to provide a marketing strategy 

solution with the number of 5 decision 

rules produced. 

Further development to identify 

marketing strategies using other KDD 

algorithms as FP-Growth and Apriori 

development. Then, with the existing 

conditions, the algorithm used can produce 

better decisions and more rules to generate 

a more variable rule. 
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